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Abstract

We propose an observational implementation of the outcome test that uses predicted selection status

to identify marginal individuals. We provide conditions under which selected individuals with lower

propensity scores are more likely to be marginal given their observables and propose empirical diagnostics

to assess their plausibility. Our approach requires neither instruments nor the random assignment of

decision-makers, allows for unrestricted correlation between observables and unobservables, and can

accommodate non-monotone patterns of discrimination. We illustrate our method by analyzing prejudice

in pretrial detentions against the Mapuche, the largest ethnic minority group in Chile, and find strong

evidence of prejudice against them.
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1 Introduction

Many selection processes are based on predicted outcomes. For example, bail judges decide de-
fendants’ pretrial detention status based on expected pretrial misconduct if released. Normative
and positive considerations suggest that prejudiced selection processes –that is, situations where
decision-makers routinely set different effective selection thresholds for members of a particular
group because of animus or systematic mispredictions of their expected outcomes– are problem-
atic. However, testing for prejudice in selection processes is empirically challenging. A prominent
approach is the outcome test (Becker, 1957, 1993) which is based on the idea that, if judges are
not prejudiced, marginally released defendants from different groups should have equal pretrial
misconduct rates. Then, testing for prejudice is reduced to comparing the average outcome of
marginally selected individuals between groups, that is, to a simple difference in means.

While the outcome test has desirable properties, its implementation induces an empirical chal-
lenge: the identification of marginally selected individuals. If potential outcome distributions vary
between groups, differences in outcomes away from the margin may lead to misleading conclu-
sions regarding prejudice. The literature has taken different approaches to deal with this identifica-
tion problem (see Hull, 2021 and Section 2 for a discussion). Quasi-experimental solutions usually
rely on random assignment of decision-makers, which is unlikely to hold in many settings. On the
other hand, observational proposals imply structural assumptions that may be seen as too restric-
tive in most applications. A more flexible observational approach for cases when instruments are
unavailable is therefore missing in the literature.

This paper proposes a novel observational implementation of the outcome test, the Prediction-
Based Outcome Test (P-BOT), that uses the predicted selection status (i.e., the propensity score) to
identify marginal individuals. We motivate our approach with a model where judges decide over
defendants’ pretrial release status based on expected pretrial misconduct (i.e., non-appearance in
court or pretrial recidivism). Our formal notion of prejudice is based on aggregate differences in
effective selection thresholds across groups and accounts for judges’ preferences and biased be-
liefs. This definition is closely aligned with Arnold, Dobbie, and Yang (2018) and Hull (2021) but
differs from Canay, Mogstad, and Mountjoy (2020) who use a stricter characterization that com-
pares thresholds after equalizing all observable characteristics across groups. We formally show
that the outcome test is valid under our definition of prejudice and develop a critical discussion of
its interpretation and normative relevance under different plausible scenarios.

Our main theoretical contribution is to provide sufficient conditions under which the released
individuals that are more likely to be marginal given their observables also have lower propensity
scores. That result reduces the challenge of identifying marginal individuals to a standard pre-
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diction problem, simplifying the implementation of the outcome test. The econometrician has to
estimate the propensity score, rank released individuals according to their predicted probabilities
to define samples of marginal individuals, compute group-specific pretrial misconduct rates within
these samples of marginals, and perform a difference in means.

Relying on predicted values implies that the P-BOT is robust to omitted variables, since the
structural interpretation of the prediction coefficients is not relevant. This intuition is corrobo-
rated by Monte Carlo simulations. Note that the argument for prediction-based identification of
marginally selected individuals assumes the availability of good predictors, since the noise in the
estimated ranking can induce bias in the outcome test. However, the predictive power of the ob-
served covariates can be assessed by looking at the fit of the propensity score. We also propose a
perturbation test to empirically assess the pervasiveness of this potential source of bias.

Our identification strategy is based on two assumptions. First, we assume that the selec-
tion equation has an additively separable representation between observables and unobservables.
Through the lens of the model, this induces monotonicity on observables in the risk probabilities,
meaning that the marginal effect of observables on latent pretrial misconduct does not depend on
the unobserved component. Second, while we allow for unrestricted first moments in the joint
distribution of observables and unobservables, which is an important improvement relative to the
observational literature, we require the patterns of heteroskedasticity to hold a monotonicity prop-
erty. We propose diagnostics to empirically assess the plausibility of both assumptions. We high-
light that our test does not rely on random assignment of decision-makers and can accommodate
non-monotone patterns of discrimination, appearing as an attractive alternative in situations where
instrument-based approaches cannot be properly implemented.

As an application of the P-BOT, we test for prejudice against the largest ethnic minority group
in Chile, the Mapuche, using nationwide administrative data. According to the last census, around
10% of the Chilean population reported themselves as being Mapuche. The Mapuche population
is an interesting case of analysis for three reasons. First, a long-running conflict exists between
the Mapuche and the Chilean state, dating back more than a century (Cayul et al., 2018). In this
context, it is frequently claimed that Chilean institutions are biased against the Mapuche. Second,
the Mapuche people are subject to numerous negative stereotypes, such as tendencies towards
laziness, violence and alcoholism, from some quarters of Chilean society (Merino and Quilaqueo,
2003; Merino and Mellor, 2009). There is no evidence for any systematic difference in behavior
between the Mapuche and the rest of the population. Third, Mapuche people are identifiable,
mainly because of their surnames but also to some extent due to their physical appearance. Thus,
discrimination against members of this group is feasible in this setting.

We use nationwide administrative data that covers more than 95% of criminal cases in Chile
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between 2008 and 2017. The data contains detailed information on cases and defendants and
includes judges and attorneys identifiers. We merge the administrative records with a register
of Mapuche surnames to create different measures of ethnicity that combine self-reporting and
surname information. We provide evidence that suggests both our identification assumptions hold
in this setting and implement the P-BOT by fitting different projection models for the release status
using a wide set of predictors.

Results provide strong evidence of prejudice against Mapuche defendants in pretrial detention
decisions. Depending on the approach we use to implement our test and on how we identify
Mapuche defendants in the data, our results show that marginal Mapuche defendants are between
3 and 16 percentage points less likely to be engaged in pretrial misconduct relative to marginal
non-Mapuche defendants. By changing the definition of the margin, we provide evidence of a
modest, but not problematic, potential inframarginality bias in our setting. Therefore, the outcome
test using the full sample (à la Knowles, Persico, and Todd, 2001) also suggests prejudice against
Mapuche defendants, although the implied magnitude is smaller.

Since the Chilean setting is characterized by quasi-random assignment of judges for arraign-
ment hearings at the court-by-time level, we also test for prejudice using the instrument-based
approach proposed by Arnold, Dobbie, and Yang (2018). While the LATE for the non-Mapuche
sample of defendants is precisely estimated, we show that the estimation is severely underpowered
for the Mapuche sample. This prevents us from drawing precise conclusions from its application.
We also perform the test proposed by Frandsen, Lefgren, and Leslie (2019) and systematically re-
ject the null hypothesis of valid LATE assumptions. The fragility of the IV estimation in our setting
illustrates that the P-BOT is an attractive alternative when the instrument-based approach cannot
be properly implemented. Encouragingly, the LATE for the non-minority sample is similar to the
P-BOT estimates of non-Mapuche pretrial misconduct rates at the margin, and the non-minority
marginal defendants identified by the two methods have similar distributions of observables. This
suggests that both approaches give similar results when both are expected to work properly.

We conclude the paper by estimating extensions that relate to the normative discussion on the
definition of prejudice. First, we explore more complex patterns of prejudice by including addi-
tional regressors in the outcome equation. We present two examples that group defendants into
two categories. In the first, we group defendants using Mapuche and low income, conjecturing that
the discrimination patterns may interact with socioeconomic status. In the second, considering
the geographical component of the Mapuche conflict, we group defendants using Mapuche and
Mapuche region, conjecturing stronger discrimination patterns in those courts.1 Our results show

1Colloquially, and for the purposes of this paper, the Mapuche region is the name given to the Araucanı́a Region,
the Chilean administrative region that is the heartland of the indigenous Mapuche people and historically associated
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that prejudice patterns are stronger for Mapuche defendants that live in low-income municipalities
and that, while there is prejudice against Mapuche defendants in all Chilean courts, it is slightly
stronger in the Mapuche region. These results suggest that non-monotone patterns of discrimi-
nation are likely to occur in practice. Second, we estimate the outcome equations controlling for
court-by-time fixed effects (the level at which judges are randomly assigned) and find that between
one-third and half of the overall effect is explained by the assignment rule of judges to defendants
(that is, by Mapuche defendants being systematically assigned to courts with stricter judges).

This paper contributes to the literature on discrimination by proposing a simple methodology to
test for prejudice (Guryan and Charles, 2013; Lang and Kahn-Lang, 2020; Small and Pager, 2020).
More specifically, it adds to the literature that discusses the properties and the implementation of
the outcome test; namely, Knowles, Persico, and Todd (2001), Anwar and Fang (2006), Arnold,
Dobbie, and Yang (2018), Canay, Mogstad, and Mountjoy (2020), Feigenberg and Miller (2020),
Marx (2020), Gelbach (2021), and Hull (2021). Throughout the paper, we argue that our approach
is particularly appealing in settings when instrument-based approaches are weak or infeasible, thus
constituting a complement to the existing literature.

Our empirical application also adds to a vast body of evidence on bias in different levels of
the criminal justice system. See, for example, Knowles, Persico, and Todd (2001), Anwar and
Fang (2006), Antonovics and Knight (2009), Abrams, Bertrand, and Mullainathan (2012), An-
war, Bayer, and Hjalmarsson (2012), Rehavi and Starr (2014), Simoiu, Corbett-Davies, and Goel
(2017), Anwar, Bayer, and Hjalmarsson (2018), Cohen and Yang (2019), Fryer (2019), Durlauf and
Heckman (2020), Feigenberg and Miller (2020), Arnold, Dobbie, and Hull (2020), Marx (2020),
and Rose (2020). The paper more related to ours is Arnold, Dobbie, and Yang (2018), who find
that bail judges are prejudiced against black defendants. Understanding racial disparities in incar-
ceration is important beyond the normative concerns they raise because incarceration negatively
affects employment, future crime, and education (Aizer and Doyle, 2015; Muller-Smith, 2015;
Cortés, Grau, and Rivera, 2019). More specifically, pretrial detention affects conviction rates, em-
ployment, and the use of state benefits (Leslie and Pope, 2017; Dobbie, Goldin, and Yang, 2018;
Grau, Marivil, and Rivera, 2019). The potential existence of prejudice in judicial decisions, there-
fore, is particularly costly from both a private and social perspective.

The rest of the paper is organized as follows. Section 2 describes and discusses our definition of
prejudice and the outcome test. Section 3 introduces our approach, the P-BOT. Section 4 describes
the institutional setting and the data used in our empirical application. Section 5 presents the
results. Finally, Section 6 concludes.

with the Mapuche conflict.

4



Figure 1: Selection Rule: Examples

(a) Non-prejudiced judge
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tReleased Detained
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(b) Racist judge
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(d) Prejudiced judge
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Note: In each panel, the horizontal black line accounts for the domain of the true pretrial misconduct probability.

2 Preliminaries: Prejudice and the Outcome Test

This section describes and discusses our definition of prejudice, and the outcome test and its em-
pirical challenges. We formally show that the outcome test identifies our definition of prejudice.

2.1 Prejudice

In this paper, we analyze potential prejudice in selection rules that are based on expected outcomes.
To fix ideas, consider a situation where judges decide whether or not to grant pretrial release for a
defendant. Each judge has to predict the likelihood that the defendant will be engaged in pretrial
misconduct (non-appearance in court or pretrial recidivism) if released during the investigation,
compare that to a threshold, and make a decision. Given the legal principle of the presumption of
innocence, judges should not detain defendants unless the expected risk of pretrial misconduct is
significant. The question we address is whether there is prejudice against a specific group (e.g.,
black defendants) in the release decision.

Figure 1 illustrates a stylized selection rule for an individual judge. Panel (a) shows what the
selection rule looks like for a non-prejudiced judge. The judge predicts the probability of pretrial
misconduct using all the available information (including race) and releases defendants whenever
that predicted probability is smaller than t. Panel (b) shows what the selection rule looks like for a
racist judge. Because of animus, the judge sets a smaller threshold for black defendants with tW and
tB being the thresholds set for white and black defendants, respectively. In this case, the selection
rule is discriminatory against black defendants, given that only white defendants are released when
the pretrial misconduct probability is between tB and tW . Now suppose the judge is non-racist,
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but systematically overestimates risk for black defendants: when the true probability of pretrial
misconduct is p, the judge predicts p+ bB if the defendant is black. This situation, illustrated in
Panel (c), implies that the effective threshold is smaller for black defendants. This selection rule is
also discriminatory against black defendants since defendants with pretrial misconduct probability
between t−bB and t are released depending on their race. Finally, Panel (d) shows a judge that is
racist and makes biased predictions against black defendants.

The definition of prejudice we use in this paper is the composite effect of animus (or taste-
based discrimination) and biased beliefs (or inaccurate statistical discrimination). The framework
we develop, as usual in this literature, is not able to separately identify between both sources of
prejudice (Arnold, Dobbie, and Yang, 2018; Bohren et al., 2020; Hull, 2021).2

For an individual defendant, the stylized selection rule can be formalized by the following
threshold-crossing model:

Releasei = 1{p(Gi,Zi)≤ h(Gi,Zi, j(i))} , (1)

where i indexes defendants and j judges, j(i) is a function that assigns judges to defendants, Gi is
a group indicator variable (e.g., race), Zi is a vector of characteristics of defendant i observed by
the judge (e.g., type of crime and criminal record), p(Gi,Zi) is the true conditional probability of
pretrial misconduct if released of defendant i, and h(Gi,Zi, j(i)) is the effective threshold that can
vary with Gi and Zi because of animus or biased beliefs (or both), and is potentially heterogeneous
across judges. In Appendix A, we present a very simple model that adds structure to the judge
problem in the spirit of Figure 1 that works as a microfoundation of (1).3

Following (1), we focus on an aggregate notion of prejudice at the group-level. Specifically,
we compare the average effective threshold, h(Gi,Zi, j(i)), between groups Gi ∈ {0,1}, across all
judges and non-race characteristics. Formally, defining h(g) = E[h(Gi,Zi, j(i))|Gi = g] as the av-
erage effective threshold faced by defendants with Gi = g motivates the following (contrapositive)
definition of prejudice:

DEFINITION 1 (PREJUDICE). In the absence of prejudice

h(0) = h(1). (2)

2Note that the –statistically accurate– use of race for computing pretrial misconduct probabilities can be labeled
as accurate statistical discrimination, which is a relevant (and, in many settings, illegal) source of discrimination
(Kleinberg et al., 2019; Arnold, Dobbie, and Hull, 2020; Kline and Walters, 2020; Yang and Dobbie, 2020). While
being robust to its presence, the analysis we develop is not informative of statistical discrimination.

3The exclusion of j(i) from p is without loss of generality and made only for presentation purposes. Specifically,
allowing j(i) to enter p means that the assigned judge may have an impact on the probability of pretrial misconduct if
released, which could be confused with p being a judge-specific prediction.
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It follows that the decision process is prejudiced against defendants of group 1 whenever h(0)>
h(1). Note that this definition can be extended to a non-binary discrete Gi.

Our definition of prejudice is closely aligned with Arnold, Dobbie, and Yang (2018) and Hull
(2021), but differs from Canay, Mogstad, and Mountjoy (2020). In particular, Canay, Mogstad,
and Mountjoy (2020) say a judge j is racially unbiased if h(0, j(i),Zi) = h(1, j(i),Zi), for all Zi, so
they equalize non-race characteristics at the moment of defining race-based prejudiced decision-
making. This difference is not driven by the modeling choice, since equation (1) also allows
discrimination patterns to depend on non-race characteristics. Instead, the difference follows a
normative decision on the relevant notion of prejudice. We warn readers that are more sympathetic
with Canay, Mogstad, and Mountjoy (2020) that some of the discussions developed below may not
be valid under their definition of bias.

There are several reasons why differences in average effective thresholds may not necessarily
reflect the intuition depicted in Figure 1. In what follows, we discuss these reasons and argue that
the alternative interpretations remain relevant from a normative point of view.

The role of Zi in h Average thresholds integrate over non-race characteristics. If defendants of
different groups have different distributions of Zi, the differences in average thresholds could be
recovering prejudice based on other characteristics. For example, suppose that judges do not care
about race but discriminate based on place of living. If race is correlated with place of living, then
Definition 1 can be violated even if effective thresholds do not depend on race.

We think this distinction is of second-order from a normative point of view since it is still the
case that defendants of certain races are more frequently imprisoned for reasons unrelated with
their probability of pretrial misconduct. This distinction, however, is of first-order when using
Canay, Mogstad, and Mountjoy (2020) definition. Importantly, the approach introduced in the
next section allows to test for patterns of prejudice that simultaneously depend on Gi and other
observed variables and is also useful to test for the exclusion restrictions needed for the outcome
test to identify Canay, Mogstad, and Mountjoy (2020) notion of prejudice.

Assignment of judges to defendants The related empirical literature usually focuses on cases
where j(i) is characterized by quasi-random assignment of judges to defendants. One of the ad-
vantages of the approach introduced in the next section is that it does not need random assignment
of judges for identification. However, the nature of the assignment rule matters for interpreting
differences in effective thresholds. To see why, consider two polar cases. In the first case, judges
are completely unbiased (and hence the only variation in the effective thresholds comes from het-
erogeneity in the idiosyncratic leniency of judges), but stricter judges are systematically assigned
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to black defendants. In the second case, all judges are prejudiced against black defendants, but
there is random assignment of judges. In both cases, Definition 1 is violated, but with different
interpretations. The interpretation in the second case aligns with the intuition of Figure 1, while
the first case reflects a situation where j(i) can be said to be prejudiced.

Again, we believe both situations are relevant from a normative point of view, although Canay,
Mogstad, and Mountjoy (2020) definition does not capture the first case. In our empirical appli-
cation we show how our approach can be used to decompose between both sources of prejudice
when judges are quasi-randomly assigned at some lower level (e.g., court-by-time).

Alternative objective functions The starting point of the analysis is that judges make (or, at
least, should make) decisions based on predicted pretrial misconduct if released. It could be the
case, however, that judges have different objective functions. This is related to the notion of “omit-
ted payoff bias” defined in the literature of algorithmic decision-making (Kleinberg et al., 2018).
The nature of the alternative objective functions determines the implications for our definition of
prejudice. To see why, consider the following two cases. In the first case, judges are mandated by
law to make decisions based on potential pretrial misconduct. However, in order to increase their
chances of a promotion, they attempt to please their superiors. Thus, if their superiors demonstrate
racist tendencies, these judges will routinely release white defendants and detain black defendants
regardless of their predicted risk. As in the previous considerations, we see this subtlety as second-
order since in this scenario is still the case that some defendants are discriminated against with
respect to the normative standard provided by law. In the second case, consider an institutional set-
ting that mandates by law the use of pretrial detention to all defendants that have prior convictions.
Here, an unbiased selection process has different implications for effective thresholds as long as
the distribution of prior convictions varies by group.4

The bottom line is that if the mandated selection rule is well defined, then individual deviations
do not affect the normative relevance of our definition of prejudice. Moreover, we show how the
approach presented in the next section can be used to indirectly assess if judges care about potential
pretrial misconduct when making the release decisions.

2.2 Outcome test

From Definition 1, testing for prejudice in the release decision is reduced to comparing the average
effective thresholds between groups. While this defines an intuitive null hypothesis to be rejected,

4For example, Manski (2005, 2006) develops a model of police profiling where, if the deterrent effects of police
searches vary by group, then the effective thresholds may be optimally different for reasons unrelated to discrimination.
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its application is challenging since effective thresholds are rarely observable.

One approach used to overcome this challenge is the outcome test (Becker, 1957, 1993), which
is based on the success rates at the margin of the selection process. To understand the intuition,
consider the selection rule illustrated in Panel (a) of Figure 1. Define the marginally released
defendants as defendants with true probability of pretrial misconduct equal to t (i.e., defendants
that were released on a borderline decision). In expectation, t% of marginally released defen-
dants should be engaged in some type of pretrial misconduct. Then, pretrial misconduct rates of
marginally released defendants recover the effective threshold. Now consider Panel (d). Using the
same logic, (tB−bB)% and tW % of marginally released black and white defendants, respectively,
should be engaged in some type of pretrial misconduct. Then, if there is prejudice in the selec-
tion process, observed pretrial misconduct rates of marginally released black defendants should be
smaller than the ones observed for white defendants. That is, testing for prejudice is reduced to
a difference in means: the econometrician needs only to find a statistically significant correlation
between pretrial misconduct and race for the defendants at the margin.

To formally define the outcome test, let the latent release status be given by Release∗i =

h(Gi,Zi, j(i))− p(Gi,Zi), hence Releasei = 1{Release∗i ≥ 0}. We say that a released defendant
is marginal if Release∗i = 0. The next proposition establishes that observed average behavior of
marginal individuals of a given group coincides with the average effective threshold.

PROPOSITION 1. Let PMi be the observed pretrial misconduct of defendant i. Then

E[PMi|Gi = g,Release∗i = 0] = h(g). (3)

Proof. See Appendix B.

In Proposition I, the expectation integrates across judges and non-race characteristics. Putting
together Definition 1 and Proposition 1 formalizes the outcome test.

COROLLARY (OUTCOME TEST). In the absence of prejudice

E[PMi|Gi = 0,Release∗i = 0] = E[PMi|Gi = 1,Release∗i = 0]. (4)

If the econometrician rejects the null hypothesis in favor of E[PMi|Gi = 0,Release∗i = 0] >
E[PMi|Gi = 1,Release∗i = 0], then the selection process is prejudiced against group 1. Note that
to properly perform this test the econometrician does not need to identify the causal effect of
release status or group membership on pretrial misconduct. To reject the null hypothesis of no
prejudice, only is required a statistically significant correlation between pretrial misconduct and
group membership for the defendants at the margin.
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Identification of marginal individuals While the outcome test implementation does not require
observing effective thresholds, it induces an additional empirical challenge. The difference in
means described above can be trivially implemented when knowing which released defendants are
marginal. However, identifying who is marginal is challenging for the econometrician. This is
important because the misspecification of marginal individuals may induce bias in the outcome
test: when the risk distributions differ between groups, differences in pretrial misconduct rates
computed away from the margin may not be informative about effective thresholds and, therefore,
may result in misleading conclusions regarding prejudice. This is called the inframarginality bias.5

A solution that avoids imposing strong assumptions on judge behavior and the distribution of
unobservables is proposed by Arnold, Dobbie, and Yang (2018). If the econometrician has an
instrument for the release status, pretrial misconduct rates at the margin can be recovered by the
expected treatment effects at the margin of release. Then, the outcome test can be implemented
by comparing group-specific LATEs.6 By exploiting quasi-random assignment of bail judges, the
authors propose to use judge-specific leave-out mean release rates as an instrument. One problem
with this approach is that it is equivalent to running a first-stage on judge fixed effects. This may
induce power problems in settings where minority groups represent small shares of the population.
Also, as emphasized by Muller-Smith (2015) and Frandsen, Lefgren, and Leslie (2019), the leave-
out mean release rate may fail to meet the LATE monotonicity assumption.7

There are many situations, however, where decision-makers are not quasi-randomly assigned
and alternative instruments are unavailable, or when power problems or non-monotone judge be-
haviors are likely to make the judges-design infeasible. These situations call for observational
approaches to deal with the inframarginality bias. An example is Chandra and Staiger (2010),
that derive an observational test for prejudice that relies on selection-on-observables assumptions.
Another influential example is Knowles, Persico, and Todd (2001). In the context of motor vehi-
cle searches for contraband, the authors model equilibrium conditions under which the marginally
searched individuals demonstrate the same behavior as the average ones. Here, linear regressions
of the outcome equation using the full sample of selected individuals are enough to test for prej-
udice. However, Anwar and Fang (2006) argue that Knowles, Persico, and Todd (2001) approach
is affected by the inframarginality bias and, as noted by Arnold, Dobbie, and Yang (2018), the
validity of OLS for this problem requires very strong distributional restrictions.

In the context of this discussion, we propose a novel observational approach to identify

5Section 2.2. of Simoiu, Corbett-Davies, and Goel (2017) and the Online Appendix C in Arnold, Dobbie, and Yang
(2018) provide intuitive explanations of the inframarginality bias.

6Hull (2021) shows that the outcome test is equivalent to the difference between group-specific MTE frontiers.
7Arnold, Dobbie, and Hull (2020) develop a hierarchical MTE model that imposes additional structure to allow for

deviations from strict monotonicity.
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marginally released defendants. Our approach requires neither a valid instrument nor quasi-random
assignment of judges for its implementation and allows for non-monotonicities in judge behavior,
at the cost of assumptions that we argue are weaker than the implied restrictions of alternative ob-
servational approaches. Thus, we believe our approach is an attractive alternative in settings where
the instrument-based approach cannot be properly implemented.

3 The Prediction-Based Outcome Test

In this section, we describe our observational proposal for identifying marginal individuals to im-
plement the outcome test: the Prediction-Based Outcome Test (P-BOT). We discuss identification
and estimation, as well as the virtues and weaknesses of our method.

Notation In what follows, we classify all variables that affect the release decision into variables
that are observed by the econometrician, Xi, and variables that are not, Vi. With this notation we can
write Release∗i = f (Xi,Vi), where f is some function, so Releasei = 1{ f (Xi,Vi)≥ 0}. Through the
lens of equation (1), f takes a particular form. However, to make the analysis robust to alternative
modeling choices, and for not taking an ex-ante stand on what is observed by the econometrician
and what is not, we derive the analysis using this more general notation. The only variable we
impose to belong to Xi is Gi since the identification of marginal individuals is, ultimately, an input
for testing for prejudice against Gi, so not observing Gi makes the exercise meaningless.

3.1 Intuition

Suppose the econometrician wants to identify the defendants that were marginally released. Ab-
sent any guidance, the econometrician can compare the average behavior of released defendants.
However, if risk distributions vary by group, differences in averages may be uninformative of the
behavior at the margin. Our method helps the econometrician to restrict the sample of released
defendants to the ones that are more likely to be marginal given their observables, so averages
computed using these subsamples are less likely to be affected by the inframarginality bias.

Thought experiment Our approach tries to mimic the following thought experiment: Suppose
the econometrician observes the latent release status, Release∗i . If so, the latent variable can be
used to rank released individuals and define arbitrary notions of the margin. Specifically, the lower
Release∗i (conditional on Releasei = 1), the closer to the margin, so the inframarginality bias can be
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Figure 2: Prediction-Based Outcome Test: Intuition
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(c) Sample of marginals

ε0
Release∗

Detained Released

Marginals

Note: Panels (a) and (b) use simulated data based on the model presented in Appendix A. See Appendix D for details on the simulation. The x-axis
measures the maximum percentile of Release∗ considered for computing the difference in pretrial misconduct rates between races. That is, 100
means that the entire sample of released defendants is considered, 75 that only the 75% with lower Release∗ is considered, etc. The point estimates
are the mean estimation across 200 Monte Carlo simulations. Confidence intervals correspond to the 2.5 and 97.5 percentiles of the simulations.

attenuated by excluding the observations with the larger values of Release∗. Based on this intuition,
suppose that the econometrician labels released individuals as marginals if q(Release∗i )≤ q̄, where
q is the empirical percentile function (defined over the sample of released individuals) and q̄ is an
arbitrary (small) percentile. The outcome test could then be easily implemented by regressing PMi

on Gi within the sample of marginally released defendants.

Panels (a) and (b) of Figure 2 illustrate this intuition. Both figures use simulated data based on
the model presented in Appendix A with group-specific distributions (see Appendix D for details).
Panel (a) considers a case where there is prejudice with a corresponding difference in effective
thresholds of 0.2 in favor of white defendants. Panel (b) considers a case with no prejudice, so the
difference in effective thresholds is zero. The y-axis measures differences in pretrial misconduct
between white and black defendants, while the x-axis considers different values of q̄. Both figures
show that, in this particular example, using the whole sample of released defendants gives wrong
conclusions regarding prejudice, but that the differences in pretrial misconduct rates converge to
the differences in effective thresholds as q̄ decreases.

Following this intuition, marginally released defendants can be thought of as defendants with
Release∗ ∈ [0,ε], with ε > 0 small. Panel (c) of Figure 2 illustrates this definition. Since Release∗ is
truncated at 0 for released defendants, under a full support assumption, identifying the released de-
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fendants with Release∗ ∈ [0,ε] is equivalent to identifying the released defendants with the smaller
latent indexes. Then, identifying a ranking of Release∗ among released defendants enables the
creation of samples of marginal defendants.

Certainly, Release∗ is unlikely to be observed. If there are variables that judges use to make
release decisions that the econometrician does not observe, Release∗ is also difficult to estimate.
The econometrician, however, can try to identify the defendants more likely to have lower latent
release indexes given their observables. This is what our approach does.

The P-BOT Assume the econometrician is interested in identifying released defendants that are
more likely to be close to the margin given their observables, i.e., released defendants with large
values of Pr(Release∗i < ε|Xi,Releasei = 1). Then, following the logic of the thought experiment,
the econometrician could rank released defendants based on this conditional probability and label
as marginals the ones with the larger values of Pr(Release∗i < ε|Xi,Releasei = 1).

Given that the distribution of Vi conditional on Xi is unknown, the econometrician cannot com-
pute the aforementioned conditional probabilities without additional assumptions. In what follows,
however, we provide sufficient conditions under which the ranking of released defendants based
on Pr(Release∗i < ε|Xi,Releasei = 1) is identified by the ranking of the predicted release probabil-
ities, E [Releasei|Xi] (i.e., the propensity score). Under our assumptions, observables that induce
higher conditional probabilities among released defendants also induce lower propensity scores.

This result is appealing because it reduces the non-trivial challenge of identifying marginal
defendants to estimating E [Releasei|Xi], which can be achieved by fitting flexible projection mod-
els. In a sense, the identification of marginal individuals is reduced to a prediction problem. It
is because of this feature that we call our method the Prediction-Based Outcome Test: prediction
(rather than causal) models help solving the problem of identifying marginal individuals.

3.2 Identification of marginal individuals

Now we formalize the identification argument sketched above.

Assumptions Throughout the analysis, we make the following assumption:

ASSUMPTION 0 (A0). The joint distribution of Xi and Vi is continuous and has full support.

We need A0 for the rank-argument to work. Our identification argument identifies relative
distance to the margin across defendants with different observables, so simply put, A0 implies that
the more marginals are effectively marginals. Note, however, that this assumption is also needed
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for the outcome test to make sense. If there are no marginals, then it is not possible to estimate the
conditional expectations at the margin. In this instance, we see A0 as a regularity condition for the
more general idea of the outcome test, rather than a specific assumption for our approach.

To prove identification, we make two additional assumptions.

ASSUMPTION 1 (A1). There are functions d and g such that 1{ f (Xi,Vi)≥ 0}= 1{d(Xi)−g(Vi)≥
0} ≡ 1{d(Xi)−Wi ≥ 0}.

A1 says that there is an additively separable representation of the selection equation. A1 can
be empirically assessed by regressing Releasei on Xi in samples of defendants with (presumably)
different unobservables and comparing the estimated coefficients. Also, recall from equation (1)
that f (Xi,Vi) = h(Xi,Vi)− p(Xi,Vi). So through the lens of our model, sufficient conditions that do
not require exclusion restrictions are given by (i) h(Xi,Vi) = hX(Xi)+ hV (Vi), and (ii) p(Xi,Vi) =

pX(Xi)+ pV (Vi). While (i) is not testable, (ii) implies monotonicity on observables in the expected
risk equation, and therefore can be empirically assessed by regressing PMi on Xi in samples of
released defendants with (presumably) different unobservables. Intuitively, changes in Xi should
move the latent risk in the same direction for every defendant, regardless of the realization of Vi.
We discuss both tests in Appendix F and illustrate them in our empirical application.

A1 imposes restrictions on the joint effect of Xi and Vi on the decision rule. It does not, how-
ever, impose restrictions on their joint distribution. The required distributional restrictions are
summarized in A2.

ASSUMPTION 2 (A2). The structure of Wi is given by Wi = r1(Xi) + r2(Xi)ζi, with ζi scalar,

independent from Xi, and with log-concave cdf, r2(Xi)> 0 for all Xi, and r2 non-increasing in the

expected distance from the margin.

Log-concavity is a standard regularity condition, and assuming that the unobserved component
is of the form Wi = λ (Xi,ζi) with ζi scalar and λ strictly increasing in ζi has been assumed for
identification in other contexts (e.g., Imbens and Newey, 2009). Assuming that λ is linear in ζi is a
stronger restriction. However, note that linearity still can accommodate fairly general dependence
structures, since the conditional mean and variance of Wi given Xi are unrestricted. In our view,
the restrictive element of A2 is the monotone behavior of r2(Xi). This restriction states that the
volatility of the unobservables cannot be larger for released defendants that are less likely to be
marginal given their observables. This restricts the patterns of heteroskedasticity.

While we acknowledge the restrictiveness of A2, two things are worth discussing. First, A2
is weaker than selection-on-observables or stronger independence assumptions since it allows for
unrestricted conditional first moments (i.e., for any correlation level between Wi and Xi) and can
accommodate some forms of heteroskedasticity. Then, we argue this assumption constitutes an
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improvement relative to the literature in the absence of plausible exogenous variation. Second,
the monotone behavior of r2(Xi) is a sufficient but not necessary condition. In Appendix C we
present examples that suggest that deviations from this restriction should be large to invalidate
identification. That is, conditional second moments should be strongly increasing in the expected
distance from the margin in order to compromise identification. We think this alleviates potential
concerns regarding A2. While this restriction is not directly testable, in Appendix F we propose a
test to empirically assess our identification argument, and illustrate it in our empirical application.

Discussion To assess the restrictiveness of both assumptions, it is illustrative to compare them to
the assumptions required by other methods. Alternative observational approaches rely on stronger
restrictions. Chandra and Staiger (2010) approach is identified under selection on observables,
which is stronger than A2. Knowles, Persico, and Todd (2001) assumptions rely on a behavioral
model of police search for contraband and, therefore, a comparison to our assumptions is less di-
rect. However, their recommendation of using the average behavior of selected individuals imply
strong restrictions on the conditional distributional of unobservables to avoid inframarginality bias
(equal risk distributions across groups or constant treatment effects across the risk distribution,
see Arnold, Dobbie, and Yang, 2018). In this regard, we see our sufficient conditions as an im-
provement relative to the observational literature, being the P-BOT an attractive alternative in the
absence of quasi-experimental variation.8

On the other hand, under the assumption that a valid instrument is available, there is a tradeoff
between our sufficient conditions and the necessary conditions of the instrument-based approach.
To see this, assume that judges are randomly assigned and that the only Xi the econometrician
observes is judge leniency. In this instance, A1 is equivalent to the LATE monotonicity assumption.
Moreover, random assignment implies that A2 is trivially met. Yet, if, for example, judges behavior
is non-monotone, the LATE monotonicity assumption is likely to be violated. A1 becomes more
flexible in that regard since d(Xi) is unrestricted and, therefore, can accommodate more general
(non-monotone) prejudice patterns at the judge-level if Xi contains additional observables. Within
the IV framework, one solution is to compute the instrument for finer groups, similar in spirit to
the conditional monotonicity argument of Muller-Smith (2015). This, however, is likely to induce
power problems. This flexibility in A1 comes at two specific costs. First, adding variables to Xi

that are not as good as randomly assigned means that A2 is potentially more restrictive. Second,
through the lens of our model, A1 induces conditions on the risk generating process that are absent
in the instrument-based approach (because we do not impose exclusion restrictions).

8It is important to note that A1 and A2 do not imply the absence of inframarginality bias. To the extent that the
distribution of (Xi,Vi) varies with Gi, it is still the case that both groups may have very different risk distributions.
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Identification Proposition II summarizes the identification argument.

PROPOSITION II. Let x1 and x2 be two possible realizations of Xi and ε > 0 be a small distance

from the margin of release. Under A1 and A2,

Pr(Release∗i ≤ ε|Xi = x1,Releasei = 1) > Pr(Release∗i ≤ ε|Xi = x2,Releasei = 1)

⇐⇒ E [Releasei|Xi = x1] < E [Releasei|Xi = x2] . (5)

Proof. See Appendix B.

Under this result, marginally released defendants can be identified, in expectation, by a ranking
of the propensity score. Then, a projection of Releasei on Xi identifies the relative distance to the
threshold in probability. The result produces two aspects that warrant further discussion.

Prediction The identification argument relies on the predicted release status but not on the
specifics of the prediction model. This makes our approach robust to omitted variable bias. That is,
as Vi is not observed, it biases the estimated coefficients of the prediction model, but the same bias
improves the prediction of the conditional expectation. In fact, Monte Carlo exercises presented
in Appendix D show that the P-BOT behaves better when the correlation between observables
and unobservables is large, in particular, by increasing precision. This implies that omitted vari-
ables do not bias the estimation of the expected proximity to the margin. The reason is that the
econometrician only needs to know who are close to the margin, not why they are close.

Conditional variance and inframarginality bias The ranking based on the propensity score
identifies the relative distance to the margin among released individuals in expectation. That is, the
estimation of the ranking is unbiased, but it can be noisy. The variance in the estimated ranking
is driven by the conditional variance of Wi (i.e., the variance of ζi). Variance in the estimated
ranking implies that inframarginal defendants are potentially included in the sample of marginals.
As a consequence, the noise in the estimated ranking may generate inframarginality bias. This
suggests that an implicit assumption in the application of our method is the availability of good
predictors. In Appendix D we present Monte Carlo simulations that show that as this measurement
error increases, our test converges to Knowles, Persico, and Todd (2001)’s test. Intuitively, when
the predictive power of Xi is very weak, the ranking of predicted probabilities flattens and the
sample of marginals converges to a random sample of released individuals.

The predictive power of Xi can be empirically assessed by evaluating the fit of the projection
equation. Furthermore, under A1 and A2, it is possible to assess the extent of bias caused by
the noise in the estimated ranking. Specifically, the selection rule can be written as Releasei =

16



1{Release∗i ≥ 0}= 1
{

d(Xi)−r1(Xi)
r2(Xi)

≥ ζi

}
. Since the econometrician observes Releasei and Xi, it is

possible to estimate the left-hand-side and the variance of ζi. The estimated variance of ζi can be
then used to simulate perturbations that alter the estimated ranking and, therefore, the defendants
that are considered to be marginals. By recomputing the outcome test on each of these simulations,
the econometrician can check how the test varies with the perturbations. In the next subsection we
describe in more detail how to implement this test.9

3.3 Estimation and implementation

Proceeding as per the thought experiment, the econometrician can estimate the propensity score,
use the predicted release probabilities to rank released defendants, and estimate the outcome equa-
tion on a sample of defendants at a given margin definition. We propose two approaches for
implementing the P-BOT. To simplify notation, let R̂i denote the estimated propensity score.

Simple approach This approach involves defining the sample of marginally released individu-
als based on the quantiles of the predicted probabilities (i.e., labeling an individual as marginal if
q(R̂i) ≤ q, where q is the arbitrary definition of the margin). Then, the outcome test can be im-
plemented estimating a linear regression of PMi on Gi using the sample of marginal individuals.
Negative and significant estimates of the coefficient on Gi constitute evidence of prejudice against
group Gi = 1. Note that there is a bias-variance tradeoff in the choice of q: while choosing a larger
q mechanically increases the sample size and therefore improves the precision of the estimation, it
also implies that the outcome equation is estimated using a larger share of inframarginal individu-
als. This leads to a natural inframarginality test: the econometrician can assess the pervasiveness
of the inframarginality problem by analyzing the sensitivity of the estimation to the choice of q.

Note that testing for more complex patterns of prejudice can be easily done by adding discrete
regressors to the outcome equation. Moreover, if there is quasi-random assignment of judges to
defendants after the appropriate controls (e.g., court-by-time fixed effects), including them may
help the econometrician to assess the extent of overall estimated prejudice that is driven by the
assignment rule. We illustrate these extensions in our empirical application.

Non-parametric approach As a refinement, we suggest performing non-parametric local re-
gressions to estimate E

[
PMi|Gi = 0,q(R̂i) = 1

]
and E

[
PMi|Gi = 1,q(R̂i) = 1

]
, and to assess the

9Note that this source of bias does not depend on the relative sample sizes of the different groups since the pre-
diction model is estimated using all defendants. Small sample sizes may induce noise in the estimated conditional
expectations in the outcome equation, which is implicitly captured by the confidence intervals of the outcome test.
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extent of prejudice by computing E
[
PMi|Gi = 1,q(R̂i) = 1

]
−E

[
PMi|Gi = 0,q(R̂i) = 1

]
.10 An

advantage of this approach is that it weights observations according to their relative distance to the
margin definition.

Weights As Arnold, Dobbie, and Yang (2018) and Hull (2021) note, the conditional expectations
at the margin can be recovered after estimating MTEs of Releasei on PMi. Specifically, following
Zhou and Xie (2019) notation, the Marginal Policy Relevant Treatment Effect (MPRTE) (i.e., the
MTE evaluated at the margin) recovers the conditional expectation at the margin. Our approach
does not estimate MTEs since we purposely abstract from imposing exclusion restrictions. How-
ever, the comparison with the MTE framework is useful for rationalizing the weighting schemes
used by our approaches.

To see why, suppose the variance of ζi is almost zero. In this case, under A0, A1, and A2,
the defendants that are more likely to be marginal given their observables are also the (uncondi-
tional) marginals. Then, computing averages using the mass of released defendants with the lowest
propensity score would be sufficient for recovering the MPRTE. That would be problematic, how-
ever, because of (at least) two reasons. First, in practice, the variance of ζi is likely to be non-zero
and, therefore, there is measurement error in the estimated ranking. Second, if the propensity
score is continuous, there would not be a large mass of defendants with the lowest propensity
score. Then, because of sampling error, it would be desirable to include additional observations to
compute more precise estimations.

Then, in our setting, it makes sense to add additional observations for estimating the conditional
expectations. Since increasing the sample size with inframarginal defendants may add bias to the
estimation, we truncate the outcome equation sample to only consider the lower part of the (esti-
mated) propensity score distribution. For simplicity and transparency, the simple approach equally
weights each observation of this sub-sample. The non-parametric regression weights according
to the estimated propensity score to give more importance to the observations that are closer to
the margin in expectation. Then, these weighting schemes allow our approach to approximate the
notion of MPRTE, which is the relevant structural estimand for the outcome test.

Inference The distributions of the two proposed estimators of prejudice must consider that the
sample definition criterion is estimated. In addition, the can be noise in the estimated conditional
expectations if group-specific sample sizes are small. We therefore suggest using bootstrap to

10Theoretically, the econometrician could condition on R̂i = min j{R̂ j} given that these expectations have to be
estimated for the released individuals that were closest to not being released. We suggest, however, that the focus
should be on the 1st percentile to avoid bias due to outliers in the predicted probabilities.
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calculate confidence intervals.11

Perturbation test Recall that the noise in the estimated ranking can generate inframarginality
bias. In the previous subsection we described a perturbation test to assess the degree of this source
of bias. In what follows we propose an implementation.

We focus on instances where the propensity score is estimated using a probit model. The test
can be implemented as follows. First, estimate a probit model for the release status. Then, for each
released individual, simulate K realizations from a standard normal distribution. This standardized
normally distributed random variable corresponds to the (standarized) ζi from the previous sub-
section.12 Finally, for each of the K realizations, and given the estimated parameters of the probit
model, simulate Release∗i for all released defendants, define samples of marginally released defen-
dants, and estimate the group-specific pretrial misconduct rates for marginal defendants. With the
estimated pretrial misconduct rates, the econometrician can assess the bias induced by the mea-
surement error by examining the distribution of the P-BOT estimate across all simulations. We
illustrate this test in our empirical application.

3.4 Discussion

We think our approach has three main good properties. First, since the strategy is based on predic-
tions, the identification of marginal individuals is robust to standard omitted variable bias. Second,
the P-BOT requires neither instruments nor the random assignment of judges, and allows for non-
monotone discrimination patterns. Finally, its implementation is simple: testing for prejudice is
reduced to projection models and linear regressions. Notwithstanding these good properties, we
see two main limitations. First, our identification strategy relies on assumptions that may be re-
strictive in some settings. Second, the P-BOT’s ability to deal with the inframarginality problem

11The bootstrap is not always valid in two-step estimations (Cattaneo and Jansson, 2018; Cattaneo, Jansson, and
Ma, 2019). This could be problematic for our approach, especially considering the similarities between the P-BOT,
RDD, and propensity score-based procedures (Abadie and Imbens, 2008; Calonico, Cattaneo, and Titiunik, 2014).
Our approach, however, is a simple difference in means using a generated regressor that determines the sample of the
second step. To the extent that the process that generates the regressor is continuous, the bootstrap is consistent for the
P-BOT. This implies that this inference strategy is valid whenever the propensity score is continuous in Xi. When that
is not the case, inference via bootstrap may be problematic. Yet, in that case, the implementation of the P-BOT is also
compromised since the lack of continuity flattens the ranking of released defendants.

12Recall that in a probit model the point estimates are estimations of the regression coefficients divided by the
standard deviation of the unobserved component. The size of the conditional variance is therefore implicitly in-
corporated in the magnitude of the estimated coefficients. Formally, if ζi ∼ N (µζ ,σ

2
ζ
), we can write Releasei =

1
{

1
σζ

(
(d(Xi)−r1(Xi))

r2(Xi)
−µζ

)
≥ ζ̃i

}
, where ζ̃i ∼N (0,1). Then, the probit model estimates the left-hand-side and sim-

ulations of ζ̃i can be used to perturb the estimated ranking.

19



depends on the availability of good predictors. As discussed throughout the section, we propose
empirical diagnostics to assess the plausibility of our identification assumptions and the relevance
of the potential bias due to measurement error. We illustrate these tests in our empirical application.

4 Empirical Application: Institutional Setting and Data

In the remainder of the paper, we illustrate our approach with an empirical application. We test
for prejudice in pretrial detentions against the largest ethnic minority group in Chile, the Mapuche,
using nationwide administrative data. This section describes the institutional setting and data.

4.1 Setting

The current criminal justice system in Chile was implemented in 2005 and works uniformly
throughout the territory. We focus on pretrial detentions. The procedure to define pretrial de-
tention for arrested people is as follows. During the 24 hours after the initial detention, there is an
arraignment hearing in which a detention judge determines if the defendant will be incarcerated
during the investigation. Since monetary bail is not an option in the Chilean system, the judges’
decision is effectively binary. Following the legal principle of presumption of innocence, judges
should not incarcerate defendants unless there is clear danger of escape (i.e., a high probability of
failing to appear in court), the defendant represents a danger to society (i.e., a high probability of
committing a different crime during the investigation), or imprisonment aids the investigation of
the criminal case. In general, the arraignment hearing is very brief (lasting about 15 minutes) and
is carried out by quasi-randomly assigned judges.

We test for prejudice against the largest ethnic minority group in Chile, the Mapuche. Ac-
cording to the last census, around 10% of the Chilean population reported themselves as being
Mapuche. The Mapuche population is an interesting case of analysis for three reasons. First, a
long-running conflict exists between the Mapuche and the Chilean state dating back more than a
century (Cayul et al., 2018). In this context, it is frequently claimed that the Chilean institutions
are biased against the Mapuche. Second, the Mapuche people are subject to numerous negative
stereotypes, such as tendencies towards laziness, violence and alcoholism, from some quarters of
Chilean society (Merino and Quilaqueo, 2003; Merino and Mellor, 2009). There is no evidence for
any systematic difference in behavior between the Mapuche people and the rest of the population.
Third, Mapuche people are identifiable, mainly because of their surnames but also to some extent
due to their physical appearance. Thus, discrimination against members of this group is feasible.
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4.2 Data

We use administrative records from the Public Defender’s Office (PDO). The PDO is a centralized
public service under the oversight of the Ministry of Justice. It offers criminal defense services
to all individuals accused of or charged with a crime; as such, it ensures the right to a defense by
a lawyer and due process in criminal trials. Our estimation sample covers more than 95% of the
criminal cases for the period between 2008 and 2017, and contains detailed case and defendant
characteristics. In addition, we can identify the judges and attorneys assigned to each case at the
beginning of the criminal process (i.e., when the determination of pretrial detention occurs).

We observe defendants’ self-reported ethnicity. However, since self-reported ethnicity is sub-
ject to measurement error because of potential under-reporting, we merge the administrative data
with a register of Mapuche surnames to build more robust measures of ethnicity. Since Chilean cit-
izens are identified by both their father and mother’s surnames, we define the following Mapuche
indicators: defendants are identified as Mapuche if they (i) have at least one Mapuche surname, (ii)
have two Mapuche surnames, (iii) self-report as being Mapuche, or (iv) have at least one Mapuche
surname or self-report as being Mapuche (the most comprehensive definition). On the other hand,
defendants are identified as non-Mapuche if condition (iv) fails to hold.13

To build the estimation sample, we consider all detention hearings for adult defendants who
were arrested between 2008 and 2017. We exclude hearings due to legal summons, since the
information set available to the judge may be different in those cases. To focus on arraignment
hearings in which pretrial detention is a plausible outcome, we only consider types of crimes with
at least a 5% probability of pretrial detention. For the same reason, when defendants are accused of
more than one crime during the same arraignment hearing, we only retain the information related to
the most severe crime (with severity measured as the probability of pretrial detention). Finally, we
exclude cases assigned to judges or attorneys with less than 10 cases. A more detailed description
of the data, the sample restrictions, and the variables is presented in Appendix E.

Descriptive statistics Table 1 presents the descriptive statistics of our estimation sample. Ma-
puche defendants represent 7.4% of the total sample when we consider our most comprehensive
definition of Mapuche (52,002/699,732). Release occurs in about 84% of the cases, with a mi-
nor difference in favor of Mapuche defendants. In terms of the outcomes that pretrial detention
seeks to avoid, conditional on being released, between 23% and 30% of the defendants (depending
on the group) engage in at least one type of pretrial misconduct, either non-appearance in court
or pretrial recidivism. Across all measures of pretrial misconduct, released Mapuche defendants

13We exclude defendants that self-report as belonging to other ethnic groups (0.4% of the cases).
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Table 1: Descriptive Statistics

Mapuche

Non-Mapuche At least one Two Self-Reported Self-Reported or at
surname surnames least one surname

Released 0.84 0.85 0.87 0.85 0.85

Outcomes (only for released)
Non-appearance in court 0.17 0.16 0.14 0.16 0.16

Pretrial recidivism 0.19 0.17 0.13 0.16 0.17

Pretrial misconduct 0.30 0.27 0.23 0.27 0.27

Individual Characteristics
Male 0.88 0.89 0.91 0.92 0.89

At least one previous case 0.68 0.66 0.60 0.65 0.66

At least one previous pretrial 0.40 0.37 0.29 0.36 0.37

misconduct

At least one previous conviction 0.65 0.63 0.57 0.62 0.63

No. of previous cases 4.59 4.25 3.47 4.13 4.28

Severity previous case 0.08 0.07 0.06 0.07 0.07

Severity current case 0.18 0.17 0.15 0.16 0.17

Judge/Attorney/Court
Characteristics
Judge leniency -0.00 0.00 0.00 0.00 0.00

Attorney quality -0.00 -0.00 0.00 -0.00 -0.00

Average severity (year/Court) 0.09 0.09 0.08 0.08 0.09

No. of cases (year/Court) 3,053 2,729 2,311 1,802 2,717

No. of judges (year/Court) 46 40 32 20 40

Observations (released) 541,743 42,987 8,455 7,992 43,952
Observations (non-released) 105,988 7,830 1,255 1,431 8,049

Note: This table presents the descriptive statistics of our estimation sample. The sample considers all arraignment hearings for adult defendants
who were arrested between 2008 and 2017. We drop hearings due to legal summons and only consider types of crimes with at least a 5% probability
of pretrial detention. When defendants are accused of more than one crime, we retain the information related to the most severe crime (with severity
measured as the probability of pretrial detention). Judge leniency and attorney quality are measured as the residualized leave-out mean release rate.

demonstrate better conduct during prosecution than released non-Mapuche defendants. Moreover,
on average, the criminal records of Mapuche defendants are less severe, measured as both the num-
ber of previous cases and their severity. The current cases of Mapuche defendants are also slightly
less severe. The sample size fluctuates between 657,154 and 699,732 observations, depending on
the particular definition of Mapuche.

5 Empirical Application: Results

This section presents the results of our empirical application. First, we assess the validity of the
identification strategy. We then discuss the prediction model for the release status and perform
the outcome test using our prediction-based method for identifying marginally released defendants
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and the perturbation test to assess the potential bias due to the noise in the estimated ranking. Then,
we perform alternative tests for prejudice and compare the results. Finally, we develop extensions
to the basic model to discuss the interpretation of the outcome test.

5.1 Identification strategy

First, we present evidence that suggests that our identification assumptions are plausible in this
setting. Details on the tests’ implementation are discussed in Appendix F.

A0 One way of assessing the plausibility of A0 (continuity and full support) is to look at the
empirical distribution of the propensity score. Appendix F shows the propensity score distributions
for Mapuche and non-Mapuche released defendants. The figures suggest that A0 is met in our
setting, especially for the more comprehensive Mapuche definitions.

A1 Recall that A1 implies monotonicity in observables in the selection equation which, through
the lens of the model, implies monotonicity in observables in the risk equation. Appendix F shows
that the coefficients of the regressions of Releasei and PMi on observables are very stable (in
terms of sign and magnitude) when they are estimated using subsamples with presumably different
unobservables. For example, the marginal effect of having previous cases on the probability of
being released is -0.028 for Mapuche defendants and -0.029 for non-Mapuche defendants. We
include several observables in each regression and consider eight different criteria for splitting
the sample. In 96% of the cases considered, the sign of the coefficient is consistent between
subsamples. We interpret this as strong evidence in favor of A1.

A2 and ranking validity A2 is more difficult to test since a formal diagnostic requires stronger
structural assumptions. Moreover, A2 is sufficient but not necessary. Accordingly, we propose a
second diagnostic that assesses, in more general terms, the validity of the propensity score-based
ranking. Noting that the relevant unobservables are variables observed by the judges, we can inter-
pret Xi as unobservables that the econometrician happened to see. We then simulate unobservables
by excluding covariates and fit prediction models using a restricted set of observables. With these
predictions, we can compute rank correlations between the (restricted) propensity scores among
released defendants by groups of observables, and the conditional probabilities of being marginal
that can be recovered from the unrestricted estimation. Appendix F shows, using different rank-
ings, statistics, and excluded variables, that the rank correlations are very large in all cases. We
interpret this as broad support for our identification argument.
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5.2 Prediction model

We estimate the propensity score using a probit model and consider the following covariates: a
Mapuche indicator, a male indicator, whether the individual has previous prosecutions, the number
of previous prosecutions, the severity of previous prosecutions, whether the individual engaged in
pretrial misconduct during a previous prosecution, whether the individual has been convicted in the
past, the severity of the current prosecution, the number of cases seen in the court during the year of
the prosecution, the number of judges working at the court during the year of the prosecution, the
assigned public attorney’s quality and its square, the assigned judge’s leniency and its square, and
year of prosecution fixed effects. Note that while the probit model does not return out-of-bounds
predictions, it may be limited in the number of fixed effects that can be included in the estimation.
Then, we also compute the release probabilities using a linear probability model adding court fixed
effects. We also use Lasso to select regressors considering all interactions and squared terms, and
judge fixed effects. Finally, we also fit a heteroskedastic probit model. Since results are consistent
between models, we restrict our discussion to the probit case. Results using alternative prediction
models can be found in Appendices G and H.

Appendix G shows the results of the probit model. Considering 0.5 as the probability threshold,
85% or more of the cases are correctly classified by the prediction model (86% for Mapuche and
85% for non-Mapuche defendants). We also perform an out-of-sample cross-validation exercise
that gives similar conclusions.14 Finally, we apply the methods of inference for rankings set out
in Mogstad et al. (2020) and conclude that more than 80% of the released defendants labeled as
marginals have true propensity scores in the bottom 5% of the distribution, with 95% confidence.15

5.3 Outcome equation

To formally test for prejudice against Mapuche defendants, we use the predicted release probabil-
ities to rank released defendants and build samples of marginal individuals. As a first exploratory
analysis, we analyze how the outcome test varies as we increase the estimation sample. We achieve
this by sequentially adding defendants with a higher predicted probability of being released. We

14We randomly select 90% of the estimation sample, estimate the probit model, and compute the correct classified
cases in the remaining 10%. We repeat the exercise 50 times. On average, 85% of the cases are correctly classified.

15We would like to thank Daniel Wilhelm for answering questions about the code. In concrete terms, we calculate
standard errors for the predictions based on the probit model and compute the joint (simultaneous) confidence sets for
the ranks. Then, we count how many individuals labeled as marginals have ranking upper bounds within the bottom
5% (as in their τ-worst suggested procedure). For computational feasibility, we consider the 40,000 observations of
released individuals with lower estimated propensity scores, use three decimals for the predicted probabilities and their
standard errors, and derive critical values using 100 bootstrap repetitions. The specific shares for each definition of
Mapuche are 82.1%, 81.9%, 81.6%, and 82.2%, respectively.
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Figure 3: Pretrial Misconduct Rates for Different Quintiles of the Predicted Release Probability
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(b) Two surnames
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(c) Self-reported
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(d) Self-reported or at least one surname
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Note: These plots present the Mapuche and non-Mapuche pretrial misconduct rates for different groups of predicted release probability quintiles
(1: quintile 1; 2: quintiles 1-2; 3: quintiles 1-3; 4: quintiles 1-4; 5: full sample). Predictions are estimated using a probit model. Each plot presents
the results for one of the four definitions of Mapuche. Confidence intervals are analytically calculated assuming that quintiles are given. Pretrial
misconduct accounts for non-appearance in court and/or pretrial recidivism.

first calculate the Mapuche and non-Mapuche averages of pretrial misconduct only considering the
first quintile of the distribution of the predicted release probability among released defendants (i.e.,
the 20% of released defendants that were closer to the margin of release in probability), then the
first and the second quintiles, and so on until we consider the entire sample.

Figure 3 shows the results of this exercise using our four definitions of Mapuche. The outcome
is defined as any pretrial misconduct (i.e., non-appearance in court or pretrial recidivism). Three
aspects are worth highlighting. First, the figure provides suggestive evidence of prejudice against
the Mapuche. For all Mapuche definitions, the Mapuche defendants’ pretrial misconduct rate is
below the non-Mapuche defendants’ rate in the first quintile of the predicted probability distribu-
tion. Second, in all cases, the rates of pretrial misconduct decrease as we add defendants with a
higher probability of release. This result can be thought of as a test of model specification: defen-
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Table 2: Prediction-Based Outcome Test, Using Probit to Estimate the Release Probability
(Outcome: Pretrial Misconduct)

Data up to 5th percentile At least one Two Self-reported Self-reported or at
surname surnames least one surname

Panel A: Simple Version

Point estimate, (a)-(b): -0.045 -0.145 -0.069 -0.040

C.I. (95%) [-0.070, -0.025] [-0.197, -0.080] [-0.119, -0.017] [-0.064, -0.020]

(a) Mapuche expectation 0.363 0.264 0.340 0.368

(b) Non-Mapuche expectation 0.408 0.408 0.409 0.408

Panel B: Non-Parametric

Point estimate, (a)-(b): -0.035 -0.138 -0.071 -0.031

C.I. (95%) [-0.061, -0.009] [-0.212, -0.068] [-0.128, -0.013] [-0.058, -0.007]

(a) Mapuche expectation 0.390 0.287 0.354 0.393

(b) Non-Mapuche expectation 0.425 0.425 0.425 0.425

No. of Mapuche (≤ 5th pctl.) 1,916 269 321 1,986
No. of Non-Mapuche (≤ 5th pctl.) 27,321 27,241 27,166 27,299

Data up to 10th percentile At least one Two Self-reported Self-reported or at
surname surnames least one surname

Panel A: Simple Version

Point estimate, (a)-(b): -0.043 -0.160 -0.040 -0.040

C.I. (95%) [-0.057, -0.026] [-0.200, -0.116] [-0.079, -0.001] [-0.054, -0.024]

(a) Mapuche expectation 0.361 0.243 0.363 0.363

(b) Non-Mapuche expectation 0.403 0.404 0.403 0.403

Panel B: Non-Parametric

Point estimate, (a)-(b): -0.040 -0.149 -0.064 -0.036

C.I. (95%) [-0.060, -0.020] [-0.197, -0.097] [-0.116, -0.016] [-0.056, -0.017]

(a) Mapuche expectation 0.371 0.262 0.347 0.375

(b) Non-Mapuche expectation 0.411 0.411 0.411 0.411

No. of Mapuche (≤ 10th pctl.) 3,774 497 636 3,901
No. of Non-Mapuche (≤ 10th pctl.) 54,699 54,523 54,338 54,669

Note: This table presents the results from the P-BOT using the data described in Table 1, considering two approaches
to estimate the outcome equation and two criteria to determine who is the margin. Release probabilities are predicted
using a probit model. The outcome is any pretrial misconduct. Panel A shows the estimates using the simple approach,
considering the individuals whose estimated release probability is lower than or equal to the 5th/10th percentile. Panel
B shows the estimates using the non-parametric approach. The margin of release is defined as the 1st percentile of the
estimated release probability. The bandwidth is the same for both estimations (for Mapuche and non-Mapuche) and it is
defined as the distance between the 1st percentile and the 5th/10th percentile of the estimated release probability. Details
of the covariates included in the prediction model can be found in Appendix G. The confidence intervals are calculated
using bootstrap with 500 repetitions.

dants that are more likely to be released are also less likely to be engaged in pretrial misconduct.
This suggests that judges care about expected outcomes when making pretrial detention decisions.
Finally, within each plot, the two lines are mostly parallel with a slightly wider gap in the first
quintile. This suggests that in our setting the potential inframarginality bias exists but is modest.

Going beyond the graphical evidence, Table 2 presents the results of the formal implementation
of the P-BOT. In Panel A, we implement the simple approach, where the point estimate is obtained
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from a linear regression of pretrial misconduct on a Mapuche indicator in a sample of marginal
defendants. In Panel B, we implement the non-parametric version, where the point estimate is
obtained by subtracting the Mapuche and non-Mapuche conditional expectations for pretrial mis-
conduct, which are non-parametrically calculated at the first percentile of the estimated release
probability distribution. We consider two criteria to define the margin, these being the bottom 5%
and bottom 10% of the predicted release probability distribution of released defendants. A negative
point estimate constitutes evidence of prejudice against Mapuche defendants.

Table 2 shows that all point estimates are negative and statistically significant. This provides
strong evidence of prejudice against Mapuche defendants. Results are robust to considering non-
appearance in court and pretrial recidivism as separate outcomes (see Appendix H). When using
the more comprehensive Mapuche definitions, marginally released Mapuche defendants are be-
tween 3 and 4 percentage points less likely to be engaged in pretrial misconduct relative to marginal
non-Mapuche defendants. Prejudice is more than three times larger when we identify Mapuche de-
fendants using both surnames. We conjecture that this is explained by the salience of the ethnicity
measure. Finally, and consistent with our view regarding the modest potential for inframarginality
bias, results are similar between the different criteria for defining the margin.

Perturbation test Depending on the fit of the propensity score, the noise in the ranking estima-
tion may induce bias in the outcome test. To assess the extent of this concern, we perform the
perturbation test proposed in Section 3. We implement the test using the coefficients of the probit
model. For each individual in our sample of released defendants, we simulate 500 realizations
from a standardized normal distribution to simulate Release∗i , recompute the ranking, and redefine
the sample of marginals. Then, in each of the 500 simulations, we estimate the outcome test using
the simple approach. Finally, we plot the distribution of the outcome test across simulations.

Figure 4 shows the results. Reassuringly, the perturbation test suggests that our results are
robust to this potential bias. With the exception of the self-reported measure (our least preferred
Mapuche indicator), the distributions of the outcome test do not include the zero. That is, even in
the worst-case scenario induced by this test, the conclusion of prejudice is not reversed. This is
consistent with the good fit of the propensity score estimation.

5.4 Alternative tests

To assess the relative performance between the P-BOT and other approaches, we also test for
prejudice using alternative methods. We consider the outcome test using the full sample (Knowles,
Persico, and Todd, 2001) and the instrument-based approach (Arnold, Dobbie, and Yang, 2018).
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Figure 4: Perturbation Test
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(d) Self-reported or at least one surname
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Note: These plots present the results of the perturbation test described in Section 3. They are produced in the following steps. First, we estimate
the probit model. Then, for each released individual in the sample, we simulate 500 realizations from a standardized normal distribution to simulate
Release∗i and redefine the samples of marginal individuals. Within each sample, we estimate the outcome test and plot its distribution across
simulations.

For the latter, we exploit the quasi-random assignment of judges to pretrial detention hearings that
characterizes the Chilean setting.16 Table 3 presents the results for the alternative methods. The
outcome test using the full sample, as expected, provides evidence of prejudice. Following Figure
3, however, we note that the inframarginality bias is biasing the estimation downwards.

The most interesting analysis relates to the application of the instrument-based approach.
While the estimated LATE for the non-Mapuche defendants is precisely estimated, the Mapuche
estimations are severely underpowered. For the most comprehensive indicator of Mapuche, point
estimates support the existence of prejudice, but standard errors are large enough to prevent the test
from finding significant differences. The case is even more problematic for the less comprehensive

16Appendix I presents the results of the randomization test suggested by Arnold, Dobbie, and Yang (2018).
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Table 3: Alternative Tests for Prejudice

At least one Two Self-reported Self-reported or at
surname surnames least one surname

Outcome test (full sample):
Coeff. -0.023 -0.059 -0.026 -0.023

Robust SE (0.003) (0.006) (0.010) (0.003)

Observations 698,548 657,440 657,153 699,732

IV-Outcome test:
Mapuche coeff. 0.418 -0.153 12.688 0.240

Mapuche robust SE (0.527) (0.288) (141.0) (0.478)

Non-Mapuche coeff. 0.363 0.363 0.363 0.363

Non-Mapuche robust SE (0.059) (0.059) (0.059) (0.059)

No. of Mapuche 49,570 8,055 7,853 50,802
No. of non-Mapuche 647,701 647,701 647,701 647,701

Note: This table presents the results from alternative tests for prejudice using the data described in Table 1. The outcome is any pretrial misconduct.
The outcome test using the full sample reports the estimated coefficient of an OLS regression of pretrial misconduct on a Mapuche indicator.
Following Arnold, Dobbie, and Yang (2018), the IV-outcome test reports the coefficient of a 2SLS regression of pretrial misconduct on release,
instrumenting release with the residualized leave-out mean release rate of the assigned judge. In the IV estimation, standard errors are clustered at
the year/court level.

indicators. In Appendix I we report the first-stage F-tests, which corroborates the lack of power of
the instrument in the minority sample. Therefore, our setting is one in which the instrument-based
approach is not well-behaved because of power problems. Also, we perform the test proposed by
Frandsen, Lefgren, and Leslie (2019) and reject the null hypothesis of monotonicity.17 This sug-
gests that, in our setting, judges are unlikely to meet the LATE strict monotonicity assumption.18

Moreover, recall from Table 2 and Appendix H that the P-BOT’s estimate of the pretrial mis-
conduct rate of marginally released non-Mapuche defendants is between 37.6% and 42.5%. The
estimated LATE using the instrument-based test in the non-Mapuche sample is 36.3%. Therefore,
the estimation of the pretrial misconduct behavior of non-Mapuche marginal defendants is similar
between both methods. In addition, in Appendix J we perform a complier analysis and show that
the non-Mapuche defendants identified as marginals by both methods have comparable distribu-
tions of observables. This suggest that both methods yield similar results in cases where they are
expected to work properly. Then, although the instrument-based method does not report reliable
estimations of discrimination in our setting, its application is reassuring for the efficacy of the

17While their procedure jointly tests for exclusion and monotonicity, the institutional setting of our application
suggests exclusion holds and, therefore, we interpret rejections of the null as deviations from strict monotonicity.

18We would like to thank Emily Leslie for answering questions about the code. We parametrize the test following
the recommendations of the authors. For computational feasibility, we compute the test for random subsamples. In
concrete terms, we generate random samples considering (i) 25% of court-by-year cells, and (ii) 25% of bail judges.
For each criterion, we build 10 random subsamples. In all subsamples, the composite p-value is 0.000. We only
consider the subsample of non-Mapuche defendants. Since courts, years, and judges vary in their caseloads, random
samples have different sizes. Among the 20 samples used, the average sample contains 159,069 observations. The
smaller (larger) sample contains 142,675 (176,704) observations.
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P-BOT and reinforces the complementarity argument developed throughout the paper.19

5.5 Extensions

Recall the discussion in Section 2 that argues that the interpretation of differences in average effec-
tive thresholds may depend on some structural features of the selection process. While we believe
that under alternative interpretations our notion of prejudice remains relevant from a normative
perspective, it may be of interest to disentangle between sources. In the reminder of the section we
revisit this discussion and illustrate how the P-BOT can be used to explore these distinctions.

Determinants of judges’ thresholds Our results only test for differences in effective thresholds
between Mapuche and non-Mapuche defendants. However, prejudice patterns can be more com-
plex, meaning that effective thresholds can also be influenced by other variables. We can use the
P-BOT to test for the relevance of additional covariates in the determination of effective thresholds
by adding observables to the linear regression that characterizes the outcome equation.

To illustrate the latter, Table 4 presents two examples of this extension. In Panel A, we group
defendants by two categories: Mapuche and low income. The latter is calculated using the Chilean
national household survey (CASEN), with low income equal to one if the defendant lives in a
municipality whose average income is below the sample median. In Panel B, we group defendants
using Mapuche and Mapuche region, which is an indicator variable that takes the value of one if
the defendant lives in the Araucanı́a Region, the administrative region historically associated with
the Mapuche conflict. We show the results from the simple version of the P-BOT for our most
comprehensive Mapuche definition and using the 10% margin definition.

The table shows that prejudice patterns are more complex than the binary model case. This be-
comes clear when looking at the differences in the four conditional means. In Panel A, results show
that prejudice against Mapuche defendants is mainly relevant for those Mapuche who live in low-
income municipalities. This suggests that the relevant prejudice is against low-income Mapuche
defendants. In Panel B, results suggest that Mapuche defendants are slightly more prejudiced
against in the conflict region, however, the interaction is non-significant. These results suggest that
non-monotone patterns of discrimination are likely to occur in practice.

19Deviations from strict monotonicity suggest that the estimated conditional expectation at the margin using instru-
mental variables is potentially biased. However, since treatment effects can still be identified under weaker notions of
monotonicity (e.g., Frandsen, Lefgren, and Leslie, 2019), to the extent that those weaker assumptions hold in our data,
the bias in the estimated behavior at the margin should be limited. Then, small differences between both methods are
still reassuring for the P-BOT’s assessment.
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Table 4: Prediction-Based Outcome Test for Mapuche and Other Categories, Using Probit to
Estimate the Release Probability (Outcome: Pretrial Misconduct)

Panel A: Income Panel B: Region
Mapuche -0.015 Mapuche -0.031

C.I. (95%) [-0.038, 0.014] C.I. (95%) [-0.048, -0.015]

Low income 0.017 Mapuche region -0.069

C.I. (95%) [0.009, 0.026] C.I. (95%) [-0.092, -0.045]

Mapuche and low income -0.037 Mapuche and mapuche region -0.019

C.I. (95%) [-0.076, -0.006] C.I. (95%) [-0.068, 0.034]

Pretrial misconduct expectation for: Pretrial misconduct expectation for:
Mapuche and low income 0.327 Mapuche and mapuche region 0.285

Non-Mapuche and low income 0.378 Non-Mapuche and mapuche region 0.336

Mapuche and high income 0.347 Mapuche and non-mapuche region 0.374

Non-Mapuche and high income 0.361 Non-Mapuche and non-mapuche region 0.405

Observations: Observations:
Mapuche and low income 1,765 Mapuche and mapuche region 466
Non-Mapuche and low income 22,515 Non-Mapuche and mapuche region 1,495
Mapuche and high income 1,382 Mapuche and non-mapuche region 3,435
Non-Mapuche and high income 21,036 Non-Mapuche and non-mapuche region 53,174

Note: This table presents the results of the P-BOT considering additional categories to group defendants. In Panel A,
we include indicators for Mapuche and low income, which is equal to one when defendants live in a municipality whose
average income is below the median. In Panel B, we include indicators for Mapuche and Mapuche region, which is
equal to one if the defendant is accused in a court located at the Araucanı́a Region, the administrative region historically
associated with the Mapuche conflict. These models use the data described in Table 1. Release probabilities are predicted
using a probit model. The outcome is any pretrial misconduct. We present results for the simple version of the P-BOT
and considering the released individuals whose estimated release probability is lower or equal to the 10th percentile. The
confidence intervals are calculated using bootstrap with 500 repetitions.

Assignment rule for judges The assignment rule matters for interpreting whether the aggregate
estimated prejudice is driven by judges being, on average, prejudiced, or by Mapuche defendants
visiting courts that are, on average, less lenient. When information on judges is available, the rele-
vance of these two sources of prejudice can be tested. Regressions of judge leniency on defendants’
characteristics are indicative of systematic correlations between judge leniency and observables.
Moreover, in settings like ours where judges are randomly assigned at the court-by-time level,
implementing our simple P-BOT regression while controlling for court-by-year fixed effects will
yield an estimate for prejudice net of the role of the assignment rule. This is what we present in
Table 5. Point estimates decrease by between one-third and a half relative to the baseline results.
This suggests that prejudice driven by the assignment rule is an important force behind our results.

6 Conclusion

Although economists have been aware of the virtues of the outcome test since the contribution
of Becker (1957, 1993), its implementation is not straightforward. The need to identify marginal

31



Table 5: Prediction-Based Outcome Test Controlling for Court-by-time Fixed Effects, Using
Probit to Estimate the Release Probability (Outcome: Pretrial Misconduct)

Data up to 5th percentile At least one Two Self-reported Self-reported or at
Simple Version (Year/court FE) surname surnames least one surname

Point estimate, (a)-(b): -0.023 -0.107 -0.028 -0.020

C.I. (95%) [-0.050, -0.000] [-0.161, -0.030] [-0.086, 0.032] [-0.046, 0.003]

(a) Mapuche expectation 0.358 0.262 0.352 0.362

(b) Non-Mapuche expectation 0.396 0.397 0.397 0.396

No. of Mapuche (≤ 5th pctl.) 1,916 269 321 1,986
No. of Non Mapuche (≤ 5th pctl.) 27,321 27,241 27,166 27,299

Data up to 10th percentile At least one Two Self-reported Self-reported or at
Simple Version (Year/court FE) surname surnames least one surname

Point estimate, (a)-(b): -0.021 -0.113 -0.030 -0.020

C.I. (95%) [-0.036, -0.004] [-0.154, -0.074] [-0.069, 0.017] [-0.035, -0.003]

(a) Mapuche expectation 0.350 0.250 0.344 0.352

(b) Non-Mapuche expectation 0.385 0.386 0.385 0.385

No. of Mapuche (≤ 10th pctl.) 3,774 497 636 3,901
No. of Non Mapuche (≤ 10th pctl.) 54,699 54,523 54,338 54,669

Note: This table presents the results from the P-BOT controlling by court-by-time fixed effects using the data described
in Table 1, and considering two criteria to determine who is the margin. Release probabilities are predicted using a probit
model. The outcome is any pretrial misconduct. We present results for the simple version of the P-BOT. The confidence
intervals are calculated using bootstrap with 500 repetitions.

individuals is a significant challenge in that respect.

In this paper, we propose a novel observational method for identifying marginal individuals
to implement the outcome test: the Prediction-Based Outcome Test (P-BOT). We motivate our
framework with a model of pretrial detentions decisions and extensively discuss our notion of
prejudice. Our main result provides sufficient conditions under which released defendants that are
more likely to be marginal given their observables also have smaller propensity scores. We develop
a detailed discussion about the restrictiveness of our assumptions and propose a series of empirical
diagnostics for assessing their validity. We argue that the P-BOT is an attractive methodology in
the absence of well-behaved instruments.

Our identification strategy significantly simplifies the implementation of the outcome test. The
econometrician can proceed by fitting projection models for the release status, ranking released
defendants according to their predicted probabilities, defining samples of marginally released de-
fendants, and performing simple outcome equations. The non-trivial challenge of identifying
marginally released individuals is, therefore, reduced to a standard prediction problem. Hence,
the P-BOT relies on the availability of good predictors for the release status. The increasing avail-
ability of rich administrative datasets suggests that this is not a particularly strong requirement.
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We use the P-BOT to test for prejudice in pretrial detentions against the Mapuche, the largest
ethnic minority in Chile, using nationwide administrative data. We find strong evidence of preju-
dice using different outcome variables, Mapuche definitions, and estimation methods, both in the
projection and outcome equations. We also illustrate the relative performance of different available
diagnostics for prejudice. We provide evidence of modest inframarginality bias and show that the
instrument-based approach has implementation issues in our setting. We also show that discrim-
ination patterns are likely to be more complex than commonly assumed, and that the assignment
rule of judges to defendants partly explains the overall estimated effect.

We want to end the discussion by stressing that the underlying model and the outcome test are
useful frameworks for analyzing prejudice in a variety of contexts. In fact, Gary Becker’s original
ideas that gave form to the outcome test were formalized in the context of discrimination in the
labor market. In general, the outcome test is applicable to any setting where the selection process
is expected to be based on a predicted (and ex-post measurable) outcome. The fact that the P-BOT
does not require instruments for its implementation may foster the application of the outcome test
in a broader range of settings where testing for prejudice is important.
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A A Simple Model of Pretrial Detention Decisions

Preliminaries Judges are indexed by j and defendants by i. Judges are assigned to defendants
according to the mapping j(i). Judges use all available information to compute defendant-specific
probabilities of pretrial misconduct and release defendants whenever the probability is smaller
than or equal to a judge-specific threshold. Let Gi be an indicator variable that takes the value
1 if defendant i belongs to group G. The question we address is whether judges are prejudiced
against defendants in group G in the release decision. Judges also observe other characteristics of
the individual, Zi.

Pretrial misconduct Let PMi be an indicator variable that takes the value 1 if defendant i is
engaged in pretrial misconduct. Let PMi0 and PMi1 denote pretrial misconduct if detained and
released, respectively, and Releasei be an indicator variable that takes the value 1 if defendant i is
released. Then, PMi = ReleaseiPMi1+(1−Releasei)PMi0. Note that PMi0 = 0 for all i, given that
detained defendants cannot be engaged in pretrial misconduct. We assume PMi1 is given by

PMi1 = 1{PM∗i ≥ 0}= 1{m(Zi,νi)≥ 0}, (A.I)

where νi are variables that affect pretrial misconduct and are not observed by the judge, and m

is some function. We assume that the information set is the same for all judges. Zi may contain
a defendant’s criminal record and demographics, as well as the case characteristics (e.g., type of
crime). On the other hand, νi may include both variables that the judge does not observe (e.g., de-
fendant’s informal networks) and shocks that affect the probability of misconduct that are realized
after the release decision. Note that we assume j(i) does not affect PM∗i . This is for notational
purposes only, we do not need that exclusion restriction for our analysis.

Selection process To make the release decision, judges use all the available information to pre-
dict PMi1 and compare their prediction to a threshold. Formally,

Releasei = 1{p̂(Gi,Zi, j(i))≤ t(Gi,Zi, j(i))} , (A.II)

where p̂ is a function that computes the prediction of PMi1, and t is the release threshold that the
judges set depending on Gi and Zi. Note that j(i) is included in both functions because judges are
allowed to be heterogeneous in the way they make predictions and set thresholds.
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The judge-specific prediction can written as a deviation from the true conditional probability:

p̂(Gi,Zi, j(i)) = Eν [PMi1|Gi,Zi]+b(Gi,Zi, j(i)), (A.III)

where b is a function that accounts for the judge-specific bias in the risk prediction. Putting (A.II)
and (A.III) together, we can write

Releasei = 1{Eν [PMi1|Gi,Zi]≤ t(Gi,Zi, j(i))−b(Gi,Zi, j(i))} ,

≡ 1{Eν [PMi1|Gi,Zi]≤ h(Gi,Zi, j(i))} . (A.IV)

We denote the function h(Gi,Zi, j(i)) = t(Gi,Zi, j(i))− b(Gi,Zi, j(i)) as the effective threshold.
Defining Eν [PMi1|Gi,Zi] = p(Gi,Zi) yields equation (1).
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B Proofs

Let PMi be the observed pretrial misconduct of defendant i. Then

E[PMi|Gi = g,Release∗i = 0] = h(g).

Proof. Let PMi1 be pretrial misconduct if released, with E[PMi1|Gi,Zi, j(i)] = E[PMi1|Gi,Zi] =

p(Gi,Zi). Release∗i = 0 implies that p(Gi,Zi) = h(Gi,Zi, j(i)). Then

E[PMi|Gi = g,Release∗i = 0] = E[PMi1|Gi = g,Release∗i = 0],

= E[PMi1|Gi = g, p(Gi,Zi) = h(Gi,Zi, j(i))],

= E[E[PMi1|Gi,Zi, j(i), p(Gi,Zi) = h(Gi,Zi, j(i))]|Gi = g, p(Gi,Zi) = h(Gi,Zi, j(i))],

= E[p(Gi,Zi)|Gi = g, p(Gi,Zi) = h(Gi,Zi, j(i))],

= E[h(Gi,Zi, j(i))|Gi = g],

= h(g).

Note that the argument can be replicated by allowing p(Gi,Zi) to depend on j(i), being the exclu-
sion restriction without loss of generality.

PROPOSITION II. Let x1 and x2 be two possible realizations of Xi and ε > 0 be a small distance

from the margin of release. Under A1 and A2,

Pr(Release∗i ≤ ε|Xi = x1,Releasei = 1) > Pr(Release∗i ≤ ε|Xi = x2,Releasei = 1)

⇐⇒ E [Releasei|Xi = x1] < E [Releasei|Xi = x2] .

Proof. Consider A1 and A2. Then, we can write the selection rule as Releasei = 1{Λ(Xi)≥ ζi},
with Λ(Xi) =

d(Xi)−r1(Xi)
r2(Xi)

. Let Θ be the cdf of ζi. Then

Pr(Release∗i ≤ ε|Xi,Releasei = 1) = Pr(d(Xi)−Wi ≤ ε|Xi,Wi ≤ d(Xi))

= Pr
(

d(Xi)− r1(Xi)− ε

r2(Xi)
≤ ζi|Xi,ζi ≤ Λ(Xi)

)

=
Pr
(

d(Xi)−r1(Xi)−ε

r2(Xi)
≤ ζi ≤ Λ(Xi)|Xi

)
Pr(ζi ≤ Λ(Xi))

=
Θ(Λ(Xi))−Θ

(
d(Xi)−r1(Xi)−ε

r2(Xi)

)
Θ(Λ(Xi))

.
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A Taylor approximation around ε = 0 gives

Θ

(
d(Xi)− r1(Xi)− ε

r2(Xi)

)
≈ Θ(Λ(Xi))− ε · (r2(Xi))

−1 ·θ(Λ(Xi)),

where θ is the pdf of ζi. Then Pr(Release∗i ≤ ε|Xi = x1,Releasei = 1) > Pr(Release∗i ≤ ε|Xi =

x2,Releasei = 1) implies that

θ(Λ(x1)) · (r2(x1))
−1

Θ(Λ(x1))
>

θ(Λ(x2)) · (r2(x2))
−1

Θ(Λ(x2))
⇔ Θ(Λ(x1))

θ(Λ(x1))
<

Θ(Λ(x2))

θ(Λ(x2))

r2(x2)

r2(x1)
.

Note that A2 implies that r2(x2)/r2(x1)≤ 1. Then

Θ(Λ(x1))

θ(Λ(x1))
<

Θ(Λ(x2))

θ(Λ(x2))

r2(x2)

r2(x1)
≤ Θ(Λ(x2))

θ(Λ(x2))
.

Log-concavity implies that the ratio is increasing in Λ(Xi). Recalling that E[Releasei|Xi] =E[1{Λ(Xi)≥
εi}|Xi] = Θ(Λ(Xi)) is also increasing in Λ(Xi), we conclude the argument.
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C Understanding A2

A2 is a sufficient but not necessary condition. In this appendix we provide examples of distribu-
tions that violate A2 and illustrate that the deviations from A2 have to be large to invalidate our
identification argument.1 The examples are only illustrative so we do not claim that their conclu-
sions extend to more general settings.

Example 1: A specific case against P-BOT Let Xi and Vi be scalar, with Xi ∈ {0,1} and Vi|Xi =

x ∼N (µx,σ
2
x ). Assume Releasei = 1{Vi ≥ 0}, so A1 is trivially satisfied. We set µ0 = −0.5,

µ1 = 0, σ0 = 0.3, and σ1 = 0.1. We define marginally released individuals as individuals with
Vi ∈ [0,0.1]. Figure C.I displays the conditional densities for simulated data. The share of marginal
among released is larger for Xi = 1 (68.2%) than for Xi = 0 (52.1%). Then, σ0 > σ1 violates A2.

Figure C.I: Example 1
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While Release∗i does not explicitly depends on Xi, it is still the case that Xi is a good predictor
given the high correlation with Vi. Since µ0 < µ1, E[Releasei|Xi = 0]< E[Releasei|Xi = 1]. Then,
this specific pattern of heterokedasticity invalidates the identification argument: the Xi realization
that induces a lower propensity score also has a smaller share of marginals among released. To
shed some light on the intuition of this result and its connection to the violation of A2 (in particular,
to the violation of r2(Xi) monotonicity restriction), notice that while E[Releasei|Xi = 1] is equal
to 0.5 for any value of σ1, it is possible to find a small enough value of σ1 such that the share of
marginal among released for Xi = 1 is arbitrarily close to 1.

1We thank Chris Walters for suggesting these examples.

v



This example is very specific and unfavorable for our case. In fact, simulations show that
setting, for example, σ1 = 0.2 reestablishes A2. To get a slightly more general intuition on how to
think about A2, below we provide a more complex example.

Example 2: A2 violations have to be large Let Xi be scalar, with Xi ∈ {0.25,0.5, ...,3.75,4}.
Let Wi = 1.5(Xi−2)+3exp(βXi)ζi, with ζi ∼N (0,1). Let Releasei = 1{Wi ≥ 0} and define as
marginals individuals with Wi ∈ [0,0.5]. We simulate the model for β ∈ {0,0.1,0.2, ...,0.6,0.7}.
Figure C.II shows that this model (i) violates A2 since r2(Xi) = 3exp(βXi) decreases with the share
of marginals given Xi (except for β = 0), and (ii) higher values of β induce steeper functions, i.e.,
the larger the β , the stronger the deviation from A2.

Figure C.II: r2(Xi) as a Function of the Share of Marginal Defendants Among Released
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(c) β = 0.2
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(d) β = 0.3
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(e) β = 0.4
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(f) β = 0.5
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(g) β = 0.6
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(h) β = 0.7
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(i) β = 0.8
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Notes: These figures plot the relationship between r2(Xi) and the share of marginal defendants among released, for different levels of β .
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Figure C.III shows, for each value of β , the simulated relationship between the share of
marginals among released and the propensity score. Figures overall suggest that the identifica-
tion argument holds in this setting. We only see problems in the ranking (i) when β is large, and
(ii) for observations that are far from the margin in expectation. Then, this example suggest that
regular deviations from A2 should not be problematic for the P-BOT application.

Figure C.III: Propensity Score as a Function of the Share of Marginal Defendants Among Released
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Notes: These figures plot the relationship between the propensity score and the share of marginal defendants among released, for different levels of
β .
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D Monte Carlo Simulations

This section presents the results of different Monte Carlo simulations. The objective of this exercise
is twofold. First, it shows that when both assumptions (A1 and A2) are met, the presence of
correlation between the observed and unobserved variables does not affect identification. Indeed,
the P-BOT increases its precision when the correlation is large. Second, it shows that the P-BOT
converges to a less precise version of the full sample outcome test (Knowles et al., 2001) when the
conditional variance goes to infinity. Intuitively, when the observable component has no predictive
power, the P-BOT is essentially an OLS regression of a random subsample of released defendants.

To these purposes, we simulate the model using the following equations:

Releasei = 1{(αX +δX)Xi +(αW +δW )Wi +δRRi ≤ β0−βRRi},

PMi = 1{αX Xi +αWWi + εi > γ0} ·Releasei,

εi = δX Xi +δWWi +δRRi + vi,

Wi = (Xi +Ri)βW +ζi,

where Xi and Wi are defendant i’s characteristics other than race, Ri is defendant i’s race, vi ∼
N (0,σ2

v ), and ζi ∼N (0,σ2
ζ
). We assume that the judge observes both Xi and Wi, but the econo-

metrician only observes Xi. As argued in the paper, β0 is a leniency measure, βR measures racial
taste-based discrimination, and δR measures racial statistical discrimination. For simplicity, we
assume that judges are homogeneous, i.e., β0 and βR are not function on j(i). Note that both A1
and A2 hold in this setting. The parameter of interest is βR.

The two set of simulations have the following random structure:(
Xi

R∗i

)
∼N

((
0
−0.5

)
,

(
1 0.15

0.15 1

))
,

where R∗i is a latent variable such that Ri = 1{R∗i ≥ 0}. We simulate the model using αX = αW =

δX = δW = δR = 0.1, β0 = 0.5, γ0 = 0.1, and σv = 0.1. We provide simulations for a model without

discrimination (i.e., βR = 0) and with discrimination, with βR = 0.2.

The first set of simulations sets σζ = 1 and tests the performance of the P-BOT for different
values of βW , which measures the correlation between the observed and unobserved variables.
In particular, we consider βW ∈ {0.1,0.2,0.3,0.4,0.5}. For estimating the P-BOT, we compute
conditional predicted release probabilities and run OLS regressions of PMi on Ri on samples of
released defendants with predicted probabilities up to the 5th percentile. We also perform the non-
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parametric estimation evaluated at the 1st percentile. The predicted probability is estimated using
a probit model of Releasei on Xi and Ri. We compare the P-BOT to other models that are likely to
be affected by the magnitude of βW . Specifically, we run OLS regressions of PMi on Ri using the
complete sample of released defendants (outcome test with full sample). We also estimate probit
regressions of PMi on Ri and Xi and report the coefficient on Ri (benchmark test).

Figure D.I shows the results. The point estimates are the mean estimate across 200 Monte
Carlo simulations, and the confidence intervals are formed using the 2.5 and 97.5 percentiles of the
estimated models. The figure shows that the P-BOT correctly identifies βR regardless of the value
of βW . Moreover, as βR increases, the precision of the estimation increases. This is consistent with
the discussion in the main text. Importantly, these correlation values are large enough to make
both the model subject to substantial inframarginality bias (and, therefore, strongly affecting the
performance of the outcome test using the full sample) and to omitted variable bias in the release
equation (and, therefore, strongly affecting the performance of the benchmark test).

Figure D.I: Tests’ Performance for Different Values of βW
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(b) P-BOT (non-parametric)
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(c) Full sample
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(d) Benchmark test
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Notes: These figures plot the performances of P-BOT and alternative tests to test discrimination for different levels of correlation between ob-
servables and unobservables. The P-BOT is implemented using both approaches explained in Section 4 of the paper using the 5th percentile of the
release probability as the threshold to define marginal defendants. Full sample is the outcome test considering the full sample of released defendants.
Benchmark test reports the R coefficient of an OLS regression of release on X and R.
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The second set of simulations sets βw = 0.5 and tests the performance of the P-BOT for dif-
ferent values of σζ , which measures the conditional variance of the unobserved component. In
particular, we consider σ2

ζ
∈ {1,5,10,15,20,25,30,35,40,45,50}. To assess the magnitude of

these variances, recall that σX = 1 and σR∗ = 0.1.

Figure D.II shows the results. As before, the point estimates are the mean estimate across 200
Monte Carlo simulations, and the confidence intervals are formed using the 2.5 and 97.5 percentiles
of the estimated models. The figures show that when σζ increases, the P-BOT converges to a
less precise version of Knowles et al. (2001) test. The reason is that large conditional variances
decrease the performance of the prediction model. Then, as the relative predictive power of Xi

and Ri decreases, the P-BOT ends essentially selecting a random set of the sample of released
individuals.

Figure D.II: P-BOT versus Full Sample Outcome Test, for Different Values of σ2
ζ

(a) P-BOT (simple) with prejudice
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(b) P-BOT (non-parametric) with prejudice
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(c) P-BOT (simple) without prejudice
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(d) P-BOT (non-parametric) without prejudice
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Notes: These figures plot the performances of the P-BOT and the full sample outcome test for different levels of σ2
ζ

. The P-BOT is implemented
using both approaches explained in Section 4 of the paper using the 5th percentile of the release probability as the threshold to define marginal
defendants. Full sample is the outcome test considering the full sample of released defendants.
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E Data Appendix

This appendix gives a more detailed description of the data, the sample restrictions, and the con-
struction of the variables.

E.1 Sources

We merge three different sources of data to build our database.

PDO administrative records We use administrative records from the Public Defender Office
(PDO, see http://www.dpp.cl/). The PDO is a centralized public service under the oversight of
the Ministry of Justice that provides criminal defense services to all individuals accused of or
charged with a crime who lack an attorney. The centralized nature of the PDO ensures that the
administrative records contain information for all the cases handled only by the PDO or in tandem
with a private attorney (as opposed to by only private attorneys), which covers more than 95%
of the universe of criminal cases of Chile. The unit of analysis is a criminal case and contains:
defendants characteristics (ID, name, gender, self-reported ethnicity, and place of residence, among
other characteristics) and case characteristics (case ID, court, public attorney assigned, initial and
end dates, different categories for type of crime, pretrial detention status and length, and outcome
of the case, among other administrative characteristics). We consider cases whose arraignment
hearings occurred between 2008 and 2017.

Registry of judges In addition, we have access to detention judges and their assigned cases, for
hearings that occurred between 2008 and 2017. We merge this registry with the administrative
records using the cases’ IDs. We do not observe other characteristics of the judges in addition to
their names and IDs. This data was shared by the Department of Studies of the Chilean Supreme
Court (https://www.pjud.cl/corte-suprema).

Mapuche surnames The registry of Mapuche surnames was provided by the Mapuche Data
Project (http://mapuchedataproject.cl/). The Mapuche Data Project is an interdisciplinary project
that seeks to identify, digitalize, compile, process, and harmonize quantitative information of the
Mapuche people for research and policy purposes. The surnames registry, one of the several
datasets publicly available in their website, contains 8,627 different Mapuche surnames. The
identification is based on the works of Amigo and Bustos (2008) and Painemal (2011). Since
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we observe names and surnames in the PDO records, we can directly identify defendants with
Mapuche surnames.

E.2 Estimation sample

The initial sample contains 3,571,230 cases and covers all the cases recorded by the PDO whose
arraignment hearing occurred between 2008 and 2017. To create our estimation sample, we make
the following adjustments.

Basic data cleaning Due to potential miscoding, we drop observations where the initial date of
the case is later than the end date, and observations where the length of pretrial detention is larger
than the length of the case. After these adjustments, the sample size reduces to 3,559,019 (i.e, we
drop 12,211 cases).

Sample restrictions We then make the following sample restrictions:

• We exclude hearings due to legal summons (1,233,909 observations). We do this because
the information set of the judges is likely to be different.

• We drop juvenile defendants (254,243 observations). We do this because the juvenile crim-
inal system works differently, so the mandated selection rule and the preventive measures
differ between systems (see Cortés, Grau, and Rivera, 2019 for details).

• We drop cases where the defendant hires a private attorney as his exclusive defender (103,092
observations). We do this because we do not observe the result of the arraignment hearing
(and what happens after in the prosecution) in these cases.

• We drop cases whose length is larger than two years (55,495 observations).

• For defendants that are accused of more than one crime in a given case and, therefore, the
records provide multiple observations, we consider the most severe crime (see below the
severity definition). In this step we drop 193,720 observations. To be clear, in this step we
do not drop defendants, but only cases. We do this to have only at most one case/defendants
pair per day of arraignment hearing.

• We drop cases where the detention judge is missing (67,440 observations).
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• We drop types of crime whose likelihood of pretrial detention is less than 5% (945,753
observations). We do this because we want to study judges’ decisions in cases where pretrial
detention is a plausible outcome.

• We drop cases handled by judges that see less than 10 cases in the whole time-period (2,846
observations). We also only consider cases whose public attorney defended at least 10 cases,
but we do not drop any data because of this restriction.

• We drop defendants from ethnic groups different than Mapuche (2,789 observations).

After all these adjustments the sample size is 699,732. That matches the numbers of Table 1.

E.3 Variables

Many of the variables used in our empirical application are directly contained in the administrative
records. Here we describe how we construct the other variables.

• Mapuche: we build four indicators of Mapuche combining self-reporting and surnames in-
formation. See Section 4 for details.

• Severity: we proxy crime severity by computing the share of cases within the type of crime
that use pretrial detention.

• Criminal record: we can track all arrests of a given defendant using their IDs. Then, the
variables Previous prosecution, Number of previous prosecutions, Previous pretrial miscon-

duct, Previous conviction, and Severity of previous prosecution are constructed by looking at
the characteristics of the cases associated to the defendant’s ID that were initiated before the
current one. For individuals with no previous prosecutions, these variables are set to zero.
For building these variables, we can track cases up to 2005.

• Pretrial misconduct: pretrial misconduct is an indicator variable that takes value 1 if the
defendant do not return to a scheduled hearing and/or is engaged in pretrial recidivism. Non-
appearance in court is recorded in the administrative data. Pretrial recidivism is built by
looking at arrests associated to the same defendant’s ID whose initial date is between the
initial and end dates of the current prosecution.

• Attorney quality and judge leniency: as in Dobbie, Goldin, and Yang (2018), we use the
residualized (against court-by-time fixed effects) leave-out mean release rate.

• Year of prosecution fixed effects: we consider the initial date to set the fixed effects.
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F Assessing Assumptions’ Validity

In this appendix, we provide suggestive evidence that the identification strategy is valid in our
setting. It has to be kept in mind that these assumptions are not directly testable and, therefore,
these tests, while reassuring, are only suggestive. We first study the common support assumption.
Then, we assess the separability (monotonicity) assumption. Finally, we propose a diagnostic that
assesses, in more general terms, the validity of the propensity score-based ranking argument.2

Assumption 0 Figure F.I shows the (estimated) propensity score distributions for released defen-
dants, separating Mapuche and non-Mapuche defendants. The figures suggest that the continuity
and full-support assumptions are met in our setting, especially for the more comprehensive Ma-
puche definitions.

Assumption 1 Recall that A1 says that there are functions d and g such that 1{ f (Xi,Vi)≥ 0}=
1{d(Xi)− g(Vi) ≥ 0}. This implies that the direction in which Xi affects the likelihood of being
released is not affected by the value of Vi. One way to assess this assumption is to check whether
the coefficients of a regression of Releasei on Xi are stable (in terms of sign) when considering
subsamples with (probably) different unobservables. Likewise, recall that, through the lens of the
model, A1 implies monotonicity on observables in the expected risk equation. Then, a similar
exercise can be done with the coefficients of a regression of PMi on Xi among different subsam-
ples of released defendants with (probably) different unobservables. This test is similar to the
monotonicity tests performed by Arnold, Dobbie, and Yang (2018) and Bald et al. (2019).

Tables F.I and F.II show the results using Releasei and PMi as dependent variables, respectively.
Each cell reports the estimated coefficient of the regressor specified in the column, using the sample
specified in the first column. Each row represents a different estimation. The first row reports
the coefficients using the whole sample, and then rows are paired by mutually exclusive sample
categories that are (probably) characterized by different unobservables. For example, row 2 shows
results for the Mapuche subsample, while row 3 shows results for the non-Mapuche subsample.
Then, rows 4 and 5 split the sample by gender, and so on. Results strongly support the monotonicity
assumption. In all but two cases (i.e., 96% of cases) the sign of the coefficient is consistent across
samples. Moreover, the magnitudes are also similar. This suggests that the direction of the effect
of observables is unlikely to be affected by the unobserved variables.

2This can be interpreted as a joint test for A1 and A2. However, since A2 is not necessary, this test could be
well-behaved without necessary meeting A2.
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Figure F.I: Propensity Score Histograms (up to the 20th percentile)

(a) At least one surname
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(b) Two surnames

0
.0

0
5

.0
1

.0
1

5
.0

2
.0

2
5

F
re

q
u

e
n

c
y

5th 10th percentile

Estimated propensity score

Mapuche Non−Mapuche

(c) Self-reported
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(d) Self-reported or at least one surname
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Note: These plots show the propensity score histograms for Mapuche and Non-Mapuche released defendants. The two vertical lines represent the
5th and 10th percentile of the distribution. For presentation purposes, we only show each histogram up to the 20th percentile. However, histograms
are calculated considering the entire population of released defendants.

Ranking validity This test builds on the intuition of Altonji, Elder, and Taber (2005) and Oster
(2019).3 Recall that Vi are variables that the judges observe, so Xi can be interpreted as elements
of Vi that the econometrician happened to see. Then, we can use observed variables to simulate
unobservables and assess the validity of the identification argument.

We perform the following exercise. Assume that our set of observed variables, Xi, is a good
approximation (up to some small well-behaved noise) of the judges’ (complete) information set.
Under that assumption, the identification of marginally released defendants using the ranking based
on the propensity score is accurate. We fit the propensity score and label as marginal the bottom
5% of the predicted probability distribution (among released defendants). Then, we omit one ob-
servable (label it as Vi) and (i) estimate the propensity score with the restricted set of observables

3Their methodologies are not exactly suitable to our setting since (i) we allow for standard omitted variable bias,
and (ii) we do not require the estimated coefficients of the selection equation to have causal interpretation.

xv



Table F.I: Testing for Monotonicity in Observables (Dep. Variable: Release Status)

Previous Previous pretrial Previous Severity Severity
case misconduct conviction previous case current case

Estimation sample

All -0.029 -0.027 -0.015 -0.110 -0.753
[-0.034, -0.024] [-0.029, -0.025] [-0.020, -0.010] [-0.116, -0.104] [-0.758, -0.749]

Mapuche -0.028 -0.025 -0.014 -0.091 -0.742
[-0.046, -0.010] [-0.032, -0.017] [-0.031, 0.004] [-0.112, -0.069] [-0.756, -0.727]

Non-Mapuche -0.029 -0.027 -0.015 -0.112 -0.754
[-0.035, -0.024] [-0.029, -0.025] [-0.020, -0.010] [-0.118, -0.106] [-0.758, -0.749]

Male -0.031 -0.030 -0.015 -0.098 -0.763
[-0.036, -0.025] [-0.032, -0.027] [-0.020, -0.009] [-0.105, -0.092] [-0.768, -0.758]

Female -0.013 -0.005 -0.022 -0.242 -0.682
[-0.025, 0.000] [-0.011, 0.001] [-0.034, -0.010] [-0.262, -0.223] [-0.695, -0.668]

Low income -0.029 -0.024 -0.016 -0.106 -0.761
[-0.037, -0.021] [-0.027, -0.021] [-0.024, -0.008] [-0.116, -0.097] [-0.768, -0.754]

High income -0.030 -0.029 -0.015 -0.114 -0.748
[-0.036, -0.023] [-0.032, -0.026] [-0.021, -0.008] [-0.122, -0.106] [-0.754, -0.743]

Low judge -0.030 -0.028 -0.017 -0.112 -0.778
leniency [-0.037, -0.022] [-0.031, -0.025] [-0.024, -0.010] [-0.121, -0.103] [-0.784, -0.772]
High judge -0.029 -0.025 -0.013 -0.109 -0.728
leniency [-0.036, -0.021] [-0.028, -0.022] [-0.020, -0.006] [-0.117, -0.100] [-0.734, -0.722]
Low attorney -0.028 -0.027 -0.018 -0.122 -0.820
quality [-0.035, -0.020] [-0.031, -0.024] [-0.025, -0.011] [-0.130, -0.113] [-0.826, -0.814]
High attorney -0.030 -0.026 -0.012 -0.099 -0.687
quality [-0.037, -0.024] [-0.029, -0.023] [-0.019, -0.006] [-0.108, -0.091] [-0.693, -0.681]
Small Court -0.019 -0.025 -0.019 -0.127 -0.789
(No. of cases) [-0.026, -0.011] [-0.028, -0.022] [-0.026, -0.012] [-0.136, -0.118] [-0.795, -0.783]
Big Court -0.039 -0.028 -0.012 -0.099 -0.721
(No. of cases) [-0.046, -0.032] [-0.031, -0.025] [-0.019, -0.006] [-0.107, -0.091] [-0.727, -0.715]
Small Court -0.020 -0.027 -0.017 -0.128 -0.795
(No. of judges) [-0.027, -0.012] [-0.030, -0.024] [-0.024, -0.009] [-0.137, -0.119] [-0.801, -0.789]
Big Court -0.038 -0.026 -0.015 -0.096 -0.713
(No. of judges) [-0.045, -0.031] [-0.029, -0.023] [-0.021, -0.008] [-0.104, -0.088] [-0.719, -0.707]
Low severity -0.032 -0.023 -0.011 -0.086 -0.634
court [-0.039, -0.026] [-0.025, -0.020] [-0.017, -0.005] [-0.093, -0.078] [-0.640, -0.628]
High severity -0.025 -0.031 -0.020 -0.137 -0.876
court [-0.033, -0.018] [-0.034, -0.027] [-0.027, -0.013] [-0.146, -0.127] [-0.882, -0.869]

Note: This table presents the results of the test for monotonicity in observables. Each reported value is the marginal
effect of the variable of the column on the probability of release, estimated using a different sample in each row. The
continuous variables were discretized using the respective median as the threshold. The values in parenthesis are 95%
confident intervals, estimated using bootstrap with 500 repetitions.

and identify marginals using the ranking strategy, and (ii) compute the conditional probabilities of
being marginal, namely the shares of marginals identified in the first step for different combina-
tions of the observables used in the restricted estimation. We then compute the rank correlation
between (i) the share of marginals using the restricted propensity-score ranking and the conditional
probabilities, and (ii) the estimated propensity score using the restricted set of observables and the
conditional probabilities of being marginal. In case (i), the correlation is expected to be positive. In
case (ii), the correlation is expected to be negative. If the identification argument holds, we should
expect these rank correlations to be large.
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Table F.II: Testing for Monotonicity in Observables (Dep. Variable: Pretrial Misconduct)

Previous Previous pretrial Previous Severity Severity
case misconduct conviction previous case current case

Estimation sample

All 0.073 0.090 0.035 0.039 0.034
[0.066, 0.080] [0.087, 0.093] [0.029, 0.042] [0.029, 0.049] [0.025, 0.044]

Mapuche 0.055 0.082 0.039 0.059 0.044
[0.030, 0.081] [0.071, 0.093] [0.014, 0.063] [0.022, 0.096] [0.011, 0.078]

Non-Mapuche 0.075 0.091 0.035 0.037 0.033
[0.068, 0.082] [0.088, 0.094] [0.028, 0.042] [0.026, 0.048] [0.024, 0.043]

Male 0.076 0.092 0.034 0.044 0.040
[0.068, 0.083] [0.089, 0.095] [0.027, 0.041] [0.033, 0.055] [0.030, 0.050]

Female 0.064 0.076 0.041 -0.024 -0.012
[0.044, 0.083] [0.066, 0.085] [0.022, 0.060] [-0.061, 0.012] [-0.039, 0.016]

Low income 0.069 0.083 0.038 0.038 0.076
[0.058, 0.080] [0.078, 0.088] [0.027, 0.049] [0.022, 0.054] [0.062, 0.090]

High income 0.075 0.093 0.034 0.040 0.001
[0.066, 0.084] [0.089, 0.097] [0.026, 0.043] [0.026, 0.053] [-0.012, 0.013]

Low judge 0.064 0.086 0.044 0.042 0.033
leniency [0.054, 0.074] [0.082, 0.090] [0.035, 0.054] [0.027, 0.057] [0.019, 0.046]
High judge 0.083 0.094 0.027 0.036 0.036
leniency [0.073, 0.093] [0.090, 0.098] [0.017, 0.036] [0.022, 0.051] [0.023, 0.049]
Low attorney 0.070 0.094 0.042 0.052 0.029
quality [0.060, 0.080] [0.089, 0.098] [0.032, 0.051] [0.037, 0.067] [0.016, 0.043]
High attorney 0.077 0.087 0.029 0.026 0.039
quality [0.067, 0.087] [0.082, 0.091] [0.019, 0.038] [0.012, 0.041] [0.026, 0.051]
Small Court 0.062 0.087 0.036 0.051 0.092
(No. of cases) [0.052, 0.072] [0.083, 0.092] [0.026, 0.046] [0.036, 0.066] [0.079, 0.106]
Big Court 0.083 0.090 0.036 0.031 -0.013
(No. of cases) [0.074, 0.093] [0.086, 0.094] [0.027, 0.045] [0.017, 0.045] [-0.025, 0.000]
Small Court 0.075 0.090 0.029 0.049 0.059
(No. of judges) [0.064, 0.085] [0.086, 0.095] [0.019, 0.039] [0.034, 0.065] [0.045, 0.072]
Big Court 0.073 0.086 0.041 0.030 0.010
(No. of judges) [0.064, 0.083] [0.082, 0.090] [0.032, 0.050] [0.016, 0.044] [-0.002, 0.023]
Low severity 0.074 0.084 0.038 0.038 0.047
court [0.064, 0.083] [0.080, 0.088] [0.028, 0.047] [0.025, 0.052] [0.035, 0.059]
High severity 0.072 0.095 0.034 0.038 0.019
court [0.061, 0.082] [0.090, 0.099] [0.024, 0.044] [0.023, 0.054] [0.005, 0.033]

Note: This table presents the results of the test for monotonicity in observables. Each reported value is the marginal
effect of the variable of the column on pretrial misconduct, estimated using a different sample of released defendants
in each row. The continuous variables were discretized using the respective median as the threshold. The values in
parenthesis are 95% confident intervals, estimated using bootstrap with 500 repetitions.

We perform this exercise by using each of the 15 observables used in the estimation as Vi.4

To compute the rank-correlations, we discretize the non-discrete regressors (using the median) to
define 2(15−1) = 16,384 categories of observables. For each of these categories, we compute the
average restricted estimated propensity score, the average share of marginals using the restricted
propensity score, and the conditional probability of being marginal using the base estimation as
the true share of marginals. Table F.III presents the results. We report both the Spearman’s-ρ and

4Number of previous cases, severity of previous case, severity of current case, average severity by year-court, num-
ber of cases by year-court, judge leniency, jugde leniency squared, attorney quality, attorney quality squared, Mapuche
indicator, gender, previous case indicator, previous pretrial misconduct indicator, previous conviction indicator.
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Kendall’s-τ statistics for rank correlation. It can be seen that in all variables by one (severity of
current case), the correlations are very large. We interpret this as strong suggestive evidence of the
validity of our identification argument.

Table F.III: Rank Correlations

Corr. btw. Pr(Marg|X = x,Release = 1) Corr. btw. Pr(Marg|X = x,Release = 1)
and E[Marg|X = x] using restricted p-score and E[Release|X = x] using restricted p-score

Excluded predictor Spearman Kendall Spearman Kendall

No of previous cases 0.966 0.946 -0.676 -0.553
Severity previous case 0.952 0.934 -0.691 -0.567
Severity current case 0.499 0.439 -0.491 -0.368
Average severity (year/court) 0.930 0.896 -0.709 -0.582
No of cases (year/court) 0.993 0.986 -0.707 -0.581
No of judges (year/court) 0.980 0.967 -0.707 -0.582
Judge leniency 0.976 0.964 -0.707 -0.581
Judge leniency square 1.000 0.999 -0.703 -0.578
Attorney quality 0.959 0.938 -0.704 -0.579
Attorney quality square 0.993 0.988 -0.705 -0.579
Mapuche 0.998 0.997 -0.725 -0.595
Male 0.997 0.996 -0.725 -0.596
Previous case 0.975 0.967 -0.702 -0.575
Previous pretrial misconduct 0.985 0.973 -0.688 -0.565
Previous conviction 0.996 0.993 -0.717 -0.588

Note: This table presents the rank-correlations between the ranking of the conditional probabilities of being marginal and (i) the
ranking of the conditional share of marginals using the restricted propensity score estimation, and (ii) the ranking of the predicted
propensity score using the restricted estimation. We report the Spearman’s-ρ and the Kendall’s-τb rank correlation statistics. The
excluded predictor is specified in the first column. All regressions include year fixed effects. The unit of analysis to build the
ranking is the combination of all possible values of the predictors, without considering the excluded category (i.e., 14 predictors),
where the continuous predictors were transformed into binary variables by using the median among released as threshold. Then,
each combination of predictors defines a cell, where the maximum number of cells is 214 = 16,384. Since there are cells without
released defendants, in practice this number is between 4,449 and 7,609, depending on the excluded predictor.
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G Prediction Models

Table G.I: Determinants of Release Probability Using a Probit Model (Marginal Effects)

At least one Two Self-Reported Self-Reported or at
Surname Surnames least one surname

Mapuche -0.004 -0.008 -0.013 -0.004
(0.002) (0.004) (0.004) (0.002)

Male 0.003 0.002 0.002 0.003
(0.002) (0.002) (0.002) (0.002)

Previous prosecution -0.028 -0.029 -0.028 -0.028
(0.003) (0.003) (0.003) (0.003)

Previous pretrial misconduct -0.028 -0.027 -0.028 -0.027
(0.001) (0.001) (0.001) (0.001)

Previous conviction -0.015 -0.015 -0.015 -0.015
(0.003) (0.003) (0.003) (0.003)

No. of previous Prosecution -0.007 -0.007 -0.007 -0.007
(0.000) (0.000) (0.000) (0.000)

Severity (previous prosecution) -0.111 -0.112 -0.113 -0.111
(0.004) (0.004) (0.004) (0.004)

Severity (current prosecution) -0.757 -0.756 -0.758 -0.757
(0.008) (0.008) (0.008) (0.008)

Average severity of the cases (court/year) -1.021 -1.028 -1.030 -1.020
(0.032) (0.033) (0.033) (0.032)

No. of cases per court/year -0.0000029 -0.0000030 -0.0000029 -0.0000028
(0.0000007) (0.0000007) (0.0000007) (0.0000007)

No. of judges per court/year 0.00030 0.00030 0.00030 0.00030
(0.00004) (0.00004) (0.00004) (0.00004)

Judge leniency 0.541 0.541 0.537 0.540
(0.028) (0.028) (0.028) (0.028)

Judge leniency squared 0.789 0.705 0.744 0.780
(0.363) (0.369) (0.371) (0.364)

Attorney quality 0.531 0.531 0.528 0.530
(0.027) (0.027) (0.027) (0.027)

Attorney quality squared 0.613 0.601 0.590 0.611
(0.118) (0.117) (0.119) (0.118)

Year of Prosecution fixed effects YES YES YES YES

Court fixed effects NO NO NO NO

No. of Mapuche 50,818 9,710 9,423 52,002
No. of Non-Mapuche 647,730 647,730 647,730 647,730
pseudo-R-squared 0.23 0.23 0.23 0.23
Correctly classified (0.5 prob as threshold) 0.85 0.85 0.85 0.85
Correctly classified (prediction: Non-Released) 0.60 0.60 0.59 0.60
Correctly classified (prediction: Released) 0.87 0.87 0.87 0.87

Note: This table presents the marginal effects of a probit model for the determinants of the release status using the data
described in Table 1. The standard errors (in parenthesis) are clustered at the year/court level. The four models correspond to
the four definitions of Mapuche considered in this paper.
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Table G.II: Determinants of Release Probability Using a Linear Probability Model

At least one Two Self-Reported Self-Reported or at
Surname Surnames least one surname

Mapuche -0.002 -0.007 -0.006 -0.002
(0.002) (0.003) (0.004) (0.002)

Male -0.002 -0.003 -0.003 -0.002
(0.001) (0.001) (0.001) (0.001)

Previous prosecution -0.002 -0.002 -0.002 -0.002
(0.002) (0.003) (0.003) (0.002)

Previous pretrial misconduct -0.024 -0.024 -0.025 -0.024
(0.001) (0.001) (0.001) (0.001)

Previous conviction -0.014 -0.014 -0.014 -0.014
(0.002) (0.002) (0.002) (0.002)

No. of previous prosecution -0.009 -0.009 -0.009 -0.009
(0.000) (0.000) (0.000) (0.000)

Severity (previous prosecution) -0.160 -0.162 -0.162 -0.160
(0.005) (0.005) (0.005) (0.005)

Severity (current prosecution) -1.012 -1.008 -1.009 -1.012
(0.011) (0.011) (0.011) (0.011)

Average severity of the cases (court/year) -1.060 -1.066 -1.069 -1.061
(0.028) (0.029) (0.029) (0.028)

No. of cases per court/year -0.0000048 -0.0000050 -0.0000051 -0.0000048
(0.0000018) (0.0000018) (0.0000018) (0.0000018)

No. of judges per court/year -0.00013 -0.00013 -0.00013 -0.00013
(0.00007) (0.00008) (0.00008) (0.00007)

Judge leniency 0.558 0.558 0.553 0.557
(0.026) (0.027) (0.027) (0.026)

Judge leniency squared 0.552 0.482 0.535 0.548
(0.340) (0.352) (0.352) (0.340)

Attorney quality 0.527 0.528 0.525 0.527
(0.020) (0.020) (0.020) (0.020)

Attorney quality squared -0.069 -0.078 -0.087 -0.070
(0.087) (0.089) (0.089) (0.087)

Year of Prosecution fixed effects YES YES YES YES

Court fixed effects YES YES YES YES

No. of Mapuche 50,818 9,710 9,423 52,002
No. of Non-Mapuche 647,730 647,730 647,730 647,730
R-squared 0.22 0.22 0.21 0.22
Correctly classified (0.5 prob as threshold) 0.85 0.85 0.85 0.85
Correctly classified (prediction: Non-Released) 0.65 0.65 0.64 0.65
Correctly classified (prediction: Released) 0.86 0.86 0.86 0.86

Note: This table presents the point estimates of a linear probability model for the determinants of the release status using the
data described in Table 1. The standard errors (in parenthesis) are clustered at the year/court level. The four models correspond
to the four definitions of Mapuche considered in this paper.
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Table G.III: Determinants of Release Probability Using a Heteroskedastic Probit Model

At least one Two Self-Reported Self-Reported or at
Surname Surnames least one surname

Mapuche -0.042 -0.115 -0.146 -0.043
(0.014) (0.030) (0.031) (0.014)

Male 0.092 0.081 0.082 0.091
(0.028) (0.029) (0.029) (0.028)

Previous prosecution -0.142 -0.150 -0.139 -0.143
(0.061) (0.064) (0.064) (0.061)

Previous pretrial misconduct -0.161 -0.160 -0.166 -0.160
(0.022) (0.023) (0.023) (0.022)

Previous conviction -0.340 -0.331 -0.343 -0.339
(0.056) (0.056) (0.057) (0.055)

No. of previous Prosecution -0.045 -0.045 -0.044 -0.045
(0.002) (0.002) (0.002) (0.002)

Severity (previous prosecution) -0.769 -0.771 -0.767 -0.771
(0.063) (0.065) (0.065) (0.063)

Severity (current prosecution) -5.640 -5.590 -5.599 -5.647
(0.226) (0.231) (0.233) (0.226)

Average severity of the cases (court/year) -7.965 -7.959 -7.958 -7.956
(0.315) (0.321) (0.324) (0.317)

No. of cases per court/year -0.000035 -0.000035 -0.000034 -0.000034
( 0.000013) ( 0.000014) ( 0.000014) ( 0.000014)

No. of judges per court/year 0.003434 0.003296 0.003260 0.003436
( 0.000801) ( 0.000803) ( 0.000804) ( 0.000802)

Judge leniency 6.220 6.269 6.190 6.232
(0.532) (0.539) (0.536) (0.533)

Judge leniency squared 13.879 13.494 13.518 13.876
(3.474) (3.520) (3.517) (3.474)

Attorney quality 5.568 5.555 5.525 5.575
(0.365) (0.374) (0.371) (0.365)

Attorney quality squared 6.543 6.473 6.368 6.546
(0.916) (0.928) (0.931) (0.917)

Conditional variance:

Male 0.062 0.058 0.057 0.062
(0.015) (0.015) (0.015) (0.015)

Previous prosecution 0.055 0.052 0.057 0.055
(0.031) (0.033) (0.033) (0.031)

Previous pretrial misconduct 0.026 0.024 0.022 0.026
(0.013) (0.014) (0.014) (0.013)

Previous conviction -0.148 -0.145 -0.150 -0.147
(0.028) (0.029) (0.029) (0.028)

No. of previous Prosecution 0.017 0.017 0.017 0.017
(0.001) (0.001) (0.001) (0.001)

Severity (previous prosecution) 0.221 0.226 0.228 0.220
(0.035) (0.036) (0.036) (0.035)

Severity (current prosecution) 1.335 1.338 1.344 1.337
(0.054) (0.055) (0.055) (0.054)

Average severity of the cases (court/year) 0.566 0.588 0.598 0.576
(0.181) (0.186) (0.186) (0.182)

No. of cases per court/year -0.000002 -0.000002 -0.000001 -0.000002
( 0.000007) ( 0.000007) ( 0.000007) ( 0.000007)

No. of judges per court/year 0.000643 0.000585 0.000581 0.000640
( 0.000334) ( 0.000340) ( 0.000339) ( 0.000334)

Judge leniency 1.126 1.189 1.163 1.137
(0.248) (0.253) (0.252) (0.248)

Attorney quality 0.779 0.798 0.804 0.784
(0.113) (0.114) (0.114) (0.114)

Note: This table presents the point estimates of a probit model for the determinants of the
release status using the data described in Table 1 and the point estimates for the relationship
between covariates and the variance of the unobservable component (modeled as exp(Xβ )).
The standard errors (in parenthesis) are clustered at the year/court level. The four models
correspond to the four definitions of Mapuche considered in this paper.
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H Robustness Checks

Table H.I: Prediction-Based Outcome Test, Using OLS to Estimate the Release Probability
(Outcome: Pretrial Misconduct)

Data up to 5th percentile At least one Two Self-reported Self-reported or at
surname surnames least one surname

Panel A: Simple Version

Point estimate, (a)-(b): -0.037 -0.130 -0.052 -0.031

C.I. (95%) [-0.058, -0.015] [-0.176, -0.077] [-0.102, -0.000] [-0.053, -0.010]

(a) Mapuche expectation 0.349 0.256 0.334 0.354

(b) Non-Mapuche expectation 0.385 0.386 0.386 0.385

Panel B: Non-Parametric

Point estimate, (a)-(b): -0.033 -0.140 -0.068 -0.030

C.I. (95%) [-0.060, -0.007] [-0.198, -0.075] [-0.131, -0.014] [-0.056, -0.005]

(a) Mapuche expectation 0.374 0.267 0.339 0.378

(b) Non-Mapuche expectation 0.407 0.407 0.408 0.407

No. of Mapuche (≤ 5th pctl.) 1,990 297 341 2,061
No. of Non-Mapuche (≤ 5th pctl.) 27,247 27,213 27,146 27,224

Data up to 10th percentile At least one Two Self-reported Self-reported or at
surname surnames least one surname

Panel A: Simple Version

Point estimate, (a)-(b): -0.045 -0.158 -0.036 -0.042

C.I. (95%) [-0.058, -0.028] [-0.187, -0.119] [-0.077, 0.002] [-0.054, -0.026]

(a) Mapuche expectation 0.332 0.219 0.340 0.334

(b) Non-Mapuche expectation 0.376 0.377 0.376 0.376

Panel B: Non-Parametric

Point estimate, (a)-(b): -0.038 -0.144 -0.057 -0.034

C.I. (95%) [-0.056, -0.019] [-0.185, -0.098] [-0.101, -0.012] [-0.051, -0.014]

(a) Mapuche expectation 0.348 0.242 0.329 0.352

(b) Non-Mapuche expectation 0.386 0.387 0.386 0.386

No. of Mapuche (≤ 10th pctl.) 3,900 575 629 4,023
No. of Non-Mapuche (≤ 10th pctl.) 54,573 54,445 54,345 54,547

Note: This table presents the results from the P-BOT using the data described in Table 1, considering two approaches to
estimate the outcome equation and two criteria to determine who is the margin. Release probabilities are predicted using a
linear probability model. The outcome is any pretrial misconduct. Panel A shows the estimates using a simple difference
between the Mapuche and non-Mapuche averages in pretrial misconduct, only considering the individuals whose estimated
release probability is lower than or equal to the 5th/10th percentile. Panel B shows the estimates using a non-parametric
local estimation for the conditional expectation of pretrial misconduct at the margin of release, for Mapuche and non-
Mapuche defendants. The point estimate is calculated by subtracting these two estimations. The margin of release is
defined as the 1st percentile of the estimated release probability. The bandwidth is the same for both estimations (for
Mapuche and non-Mapuche) and it is defined as the distance between the 1st percentile and the 5th/10th percentile of the
estimated release probability. Details of the covariates included in the prediction model can be found in Appendix G. The
confidence intervals are calculated using bootstrap with 500 repetitions.
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Table H.II: Prediction-Based Outcome Test, Using OLS to Estimate the Release Probability and
Lasso to Select Predictors (Outcome: Pretrial Misconduct)

Data up to 5th percentile At least one Two Self-reported Self-reported or at
surname surnames least one surname

Panel A: Simple Version

Point estimate, (a)-(b): -0.052 -0.143 -0.085 -0.044

C.I. (95%) [-0.073, -0.028] [-0.193, -0.084] [-0.125, -0.030] [-0.067, -0.022]

(a) Mapuche expectation 0.367 0.275 0.335 0.375

(b) Non-Mapuche expectation 0.418 0.419 0.420 0.419

Panel B: Non-Parametric

Point estimate, (a)-(b): -0.040 -0.139 -0.068 -0.035

C.I. (95%) [-0.068, -0.012] [-0.204, -0.077] [-0.125, -0.005] [-0.063, -0.005]

(a) Mapuche expectation 0.393 0.293 0.365 0.398

(b) Non-Mapuche expectation 0.432 0.432 0.433 0.433

No. of Mapuche (≤ 5th pctl.) 2,065 316 394 2,137
No. of Non-Mapuche (≤ 5th pctl.) 27,172 27,194 27,093 27,148

Data up to 10th percentile At least one Two Self-reported Self-reported or at
surname surnames least one surname

Panel A: Simple Version

Point estimate, (a)-(b): -0.046 -0.139 -0.048 -0.045

C.I. (95%) [-0.061, -0.028] [-0.178, -0.096] [-0.089, -0.005] [-0.060, -0.026]

(a) Mapuche expectation 0.372 0.280 0.372 0.374

(b) Non-Mapuche expectation 0.419 0.419 0.420 0.419

Panel B: Non-Parametric

Point estimate, (a)-(b): -0.045 -0.139 -0.064 -0.041

C.I. (95%) [-0.068, -0.024] [-0.185, -0.097] [-0.110, -0.015] [-0.064, -0.019]

(a) Mapuche expectation 0.379 0.285 0.360 0.383

(b) Non-Mapuche expectation 0.424 0.424 0.425 0.425

No. of Mapuche (≤ 10th pctl.) 3,912 574 667 4,032
No. of Non-Mapuche (≤ 10th pctl.) 54,561 54,446 54,307 54,538

Notes: This table presents the results from the P-BOT with the release probabilities predicted using a linear model. The
predictors were selected using Lasso. The original set of covariates included 1,568 variables to be chosen: the predictors
considered in Table H.I, their squared terms, their interactions, and judge fixed effects. When Mapuche is defined as at
least one surname, lasso selected 880 predictors, 878 when it is defined as two surnames, 871 when it is defined as self-
reported, and 877 when it is defined as self-reported or at least one surname. In all these models, 85% of the cases are
correctly classified by the prediction model. Specifically, those who are predicted as released and detained are correctly
classified in 87% and 64% of the cases, respectively. The other characteristics of this table replicates Table H.I. Panel A
shows the estimates using a simple difference between the Mapuche and non-Mapuche averages in pretrial misconduct,
only considering the individuals whose estimated release probability is lower than or equal to the 5th/10th percentile. Panel
B shows the estimates using a non-parametric local estimation for the conditional expectation of pretrial misconduct at the
margin of release, for Mapuche and non-Mapuche defendants. The point estimate is calculated by subtracting these two
estimations. The margin of release is defined as the 1st percentile of the estimated release probability. The bandwidth is
the same for both estimations (for Mapuche and non-Mapuche) and it is defined as the distance between the 1st percentile
and the 5th/10th percentile of the estimated release probability. The confidence intervals are calculated using bootstrap
with 500 repetitions.
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Table H.III: Prediction-Based Outcome Test, Using Heteroskedastic Probit to Estimate the
Release Probability (Outcome: Pretrial Misconduct)

Data up to 5th percentile At least one Two Self-reported Self-reported or at
surname surnames least one surname

Panel A: Simple Version

Point estimate, (a)-(b): -0.049 -0.148 -0.081 -0.043

C.I. (95%) [-0.070, -0.025] [-0.191, -0.095] [-0.126, -0.031] [-0.066, -0.021]

(a) Mapuche expectation 0.357 0.258 0.325 0.362

(b) Non-Mapuche expectation 0.405 0.406 0.406 0.405

Panel B: Non-Parametric

Point estimate, (a)-(b): -0.033 -0.144 -0.073 -0.029

C.I. (95%) [-0.062, -0.007] [-0.200, -0.084] [-0.132, -0.017] [-0.057, -0.003]

(a) Mapuche expectation 0.389 0.278 0.350 0.393

(b) Non-Mapuche expectation 0.422 0.422 0.423 0.422

No. of Mapuche (≤ 5th pctl.) 1,965 299 354 2,036
No. of Non-Mapuche (≤ 5th pctl.) 27,272 27,211 27,133 27,249

Data up to 10th percentile At least one Two Self-reported Self-reported or at
surname surnames least one surname

Panel A: Simple Version

Point estimate, (a)-(b): -0.040 -0.154 -0.028 -0.038

C.I. (95%) [-0.057, -0.025] [-0.196, -0.123] [-0.064, 0.008] [-0.053, -0.022]

(a) Mapuche expectation 0.357 0.244 0.369 0.360

(b) Non-Mapuche expectation 0.398 0.398 0.398 0.398

Panel B: Non-Parametric

Point estimate, (a)-(b): -0.041 -0.151 -0.059 -0.037

C.I. (95%) [-0.058, -0.023] [-0.196, -0.108] [-0.099, -0.015] [-0.054, -0.019]

(a) Mapuche expectation 0.364 0.254 0.347 0.369

(b) Non-Mapuche expectation 0.405 0.406 0.406 0.405

No. of Mapuche (≤ 10th pctl.) 3,841 528 658 3,971
No. of Non-Mapuche (≤ 10th pctl.) 54,632 54,492 54,316 54,599

Note: This table presents the results from the P-BOT using the data described in Table 1, considering two approaches
to estimate the outcome equation and two criteria to determine who is the margin. Release probabilities are predicted
using a heteroscedastic probit model. The outcome is any pretrial misconduct. Panel A shows the estimates using a simple
difference between the Mapuche and non-Mapuche averages in pretrial misconduct, only considering the individuals whose
estimated release probability is lower than or equal to the 5th/10th percentile. Panel B shows the estimates using a non-
parametric local estimation for the conditional expectation of pretrial misconduct at the margin of release, for Mapuche
and non-Mapuche defendants. The point estimate is calculated by subtracting these two estimations. The margin of release
is defined as the 1st percentile of the estimated release probability. The bandwidth is the same for both estimations (for
Mapuche and non-Mapuche) and it is defined as the distance between the 1st percentile and the 5th/10th percentile of the
estimated release probability. Details of the covariates included in the prediction model can be found in Appendix G. The
confidence intervals are calculated using bootstrap with 500 repetitions.
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Table H.IV: Prediction-Based Outcome Test, Using Probit to Estimate the Release Probability
(Outcome: Non-Appearance in Court)

Data up to 5th percentile At least one Two Self-reported Self-reported or at
surname surnames least one surname

Panel A: Simple Version

Point estimate, (a)-(b): -0.020 -0.057 -0.033 -0.019

C.I. (95%) [-0.037, -0.004] [-0.095, -0.014] [-0.069, 0.002] [-0.036, -0.004]

(a) Mapuche expectation 0.157 0.119 0.143 0.158

(b) Non-Mapuche expectation 0.176 0.176 0.176 0.176

Panel B: Non-Parametric

Point estimate, (a)-(b): -0.010 -0.059 -0.023 -0.010

C.I. (95%) [-0.030, 0.010] [-0.098, -0.011] [-0.066, 0.026] [-0.029, 0.010]

(a) Mapuche expectation 0.165 0.117 0.153 0.165

(b) Non-Mapuche expectation 0.176 0.176 0.176 0.176

No. of Mapuche (≤ 5th pctl.) 1,916 269 321 1,986
No. of Non-Mapuche (≤ 5th pctl.) 27,321 27,241 27,166 27,299

Data up to 10th percentile At least one Two Self-reported Self-reported or at
surname surnames least one surname

Panel A: Simple Version

Point estimate, (a)-(b): -0.027 -0.083 -0.029 -0.026

C.I. (95%) [-0.040, -0.015] [-0.111, -0.057] [-0.058, 0.002] [-0.039, -0.014]

(a) Mapuche expectation 0.166 0.111 0.165 0.167

(b) Non-Mapuche expectation 0.194 0.194 0.194 0.194

Panel B: Non-Parametric

Point estimate, (a)-(b): -0.020 -0.069 -0.029 -0.019

C.I. (95%) [-0.037, -0.005] [-0.102, -0.037] [-0.063, 0.008] [-0.035, -0.003]

(a) Mapuche expectation 0.161 0.112 0.151 0.162

(b) Non-Mapuche expectation 0.181 0.181 0.181 0.181

No. of Mapuche (≤ 10th pctl.) 3,774 497 636 3,901
No. of Non-Mapuche (≤ 10th pctl.) 54,699 54,523 54,338 54,669

Note: This table presents the results from the P-BOT using the data described in Table 1, considering two approaches to
estimate the outcome equation and two criteria to determine who is the margin. Release probabilities are predicted using
a probit model. The outcome is non-appearance in court. Panel A shows the estimates using a simple difference between
the Mapuche and non-Mapuche averages in non-appearance in court, only considering the individuals whose estimated
release probability is lower than or equal to the 5th/10th percentile. Panel B shows the estimates using a non-parametric
local estimation for the conditional expectation of non-appearance in court at the margin of release, for Mapuche and
non-Mapuche defendants. The point estimate is calculated by subtracting these two estimations. The margin of release
is defined as the 1st percentile of the estimated release probability. The bandwidth is the same for both estimations (for
Mapuche and non-Mapuche) and it is defined as the distance between the 1st percentile and the 5th/10th percentile of the
estimated release probability. Details of the covariates included in the prediction model can be found in Appendix G. The
confidence intervals are calculated using bootstrap with 500 repetitions.
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Table H.V: Prediction-Based Outcome Test, Using Probit to Estimate the Release Probability
(Outcome: Pretrial Recidivism)

Data up to 5th percentile At least one Two Self-reported Self-reported or at
surname surnames least one surname

Panel A: Simple Version

Point estimate, (a)-(b): -0.040 -0.121 -0.049 -0.036

C.I. (95%) [-0.064, -0.019] [-0.167, -0.072] [-0.098, 0.001] [-0.059, -0.015]

(a) Mapuche expectation 0.289 0.208 0.280 0.293

(b) Non-Mapuche expectation 0.329 0.330 0.330 0.329

Panel B: Non-Parametric

Point estimate, (a)-(b): -0.033 -0.115 -0.056 -0.030

C.I. (95%) [-0.057, -0.007] [-0.175, -0.057] [-0.108, 0.005] [-0.054, -0.003]

(a) Mapuche expectation 0.316 0.233 0.292 0.319

(b) Non-Mapuche expectation 0.348 0.348 0.349 0.348

No. of Mapuche (≤ 5th pctl.) 1,916 269 321 1,986
No. of Non-Mapuche (≤ 5th pctl.) 27,321 27,241 27,166 27,299

Data up to 10th percentile At least one Two Self-reported Self-reported or at
surname surnames least one surname

Panel A: Simple Version

Point estimate, (a)-(b): -0.033 -0.132 -0.023 -0.031

C.I. (95%) [-0.049, -0.018] [-0.168, -0.095] [-0.056, 0.015] [-0.046, -0.016]

(a) Mapuche expectation 0.282 0.183 0.292 0.284

(b) Non-Mapuche expectation 0.315 0.315 0.315 0.315

Panel B: Non-Parametric

Point estimate, (a)-(b): -0.035 -0.124 -0.047 -0.032

C.I. (95%) [-0.052, -0.017] [-0.166, -0.077] [-0.090, 0.001] [-0.049, -0.013]

(a) Mapuche expectation 0.295 0.206 0.283 0.298

(b) Non-Mapuche expectation 0.330 0.330 0.330 0.330

No. of Mapuche (≤ 10th pctl.) 3,774 497 636 3,901
No. of Non-Mapuche (≤ 10th pctl.) 54,699 54,523 54,338 54,669

Note: This table presents the results from the P-BOT using the data described in Table 1, considering two approaches
to estimate the outcome equation and two criteria to determine who is the margin. Release probabilities are predicted
using a probit model. The outcome is pretrial recidivism. Panel A shows the estimates using a simple difference between
the Mapuche and non-Mapuche averages in pretrial recidivism, only considering the individuals whose estimated release
probability is lower than or equal to the 5th/10th percentile. Panel B shows the estimates using a non-parametric local
estimation for the conditional expectation of pretrial recidivism at the margin of release, for Mapuche and non-Mapuche
defendants. The point estimate is calculated by subtracting these two estimations. The margin of release is defined as
the 1st percentile of the estimated release probability. The bandwidth is the same for both estimations (for Mapuche
and non-Mapuche) and it is defined as the distance between the 1st percentile and the 5th/10th percentile of the estimated
release probability. Details of the covariates included in the prediction model can be found in Appendix G. The confidence
intervals are calculated using bootstrap with 500 repetitions.
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I Randomization Test

Table I.I: Predicting Release Status

Mapuche

Non-Mapuche At least one Two Self-reported Self-reported or at
surname surnames least one surname

Male -0.007 -0.000 -0.013 0.008 -0.000
(0.002) (0.005) (0.010) (0.010) (0.005)

Previous prosecution -0.002 -0.005 -0.015 0.005 -0.004
(0.003) (0.008) (0.020) (0.021) (0.008)

Previous pretrial misconduct -0.010 -0.010 -0.017 -0.010 -0.010
(0.000) (0.001) (0.002) (0.002) (0.001)

Previous conviction -0.164 -0.137 -0.179 -0.161 -0.137
(0.005) (0.016) (0.044) (0.047) (0.016)

No. of previous prosecutions -0.028 -0.022 0.011 0.032 -0.022
(0.005) (0.008) (0.023) (0.022) (0.008)

Severity (previous prosecution) -0.025 -0.029 -0.001 0.125 -0.021
(0.009) (0.022) (0.047) (0.048) (0.022)

Severity (current prosecution) 0.005 0.013 0.012 0.014 0.013
(0.001) (0.003) (0.007) (0.008) (0.003)

Court-by-time fixed effects YES YES YES YES YES

Observations 647,730 50,818 9,710 9,423 52,002
Joint-F-test 1286.1 473.6 110.1 108.9 470.4
p-value 0.000 0.000 0.000 0.000 0.000
Cragg-Donald F-test (first stage) 353.0 3.9 10.7 0.0 4.3

Note: This table presents the results of an OLS regression of release status on covariates using the data described in Table 1.
Drug crime, homicide, and property crime are dummies for the crime types. The null hypothesis in the joint-F-test is that all
coefficients are jointly zero. Standard errors are clustered at the year/court level. The Cragg-Donald F-test for the first stage
is presented at the bottom of the table.

xxvii



Table I.II: Predicting Judge Leniency

Mapuche

Non-Mapuche At least one Two Self-reported Self-reported or at
surname surnames least one surname

Male 0.000 -0.000 -0.001 0.002 -0.000
(0.000) (0.001) (0.002) (0.002) (0.001)

Previous prosecution 0.000 0.001 0.001 0.002 0.001
(0.000) (0.001) (0.003) (0.003) (0.001)

Previous pretrial misconduct 0.000 -0.000 0.000 -0.000 -0.000
(0.000) (0.000) (0.000) (0.000) (0.000)

Previous conviction -0.000 0.001 -0.003 -0.002 0.001
(0.000) (0.002) (0.007) (0.005) (0.002)

No. of previous prosecutions 0.000 -0.001 0.001 0.001 -0.001
(0.000) (0.001) (0.003) (0.003) (0.001)

Severity (previous prosecution) 0.000 -0.001 -0.003 -0.007 -0.001
(0.000) (0.002) (0.005) (0.009) (0.002)

Severity (current prosecution) -0.000 -0.000 -0.001 -0.001 -0.000
(0.000) (0.000) (0.001) (0.001) (0.000)

Court-by-time fixed effects YES YES YES YES YES

Observations 647,701 49,570 8,055 7,853 50,802
Joint-F-test 1.0 0.9 1.4 0.4 0.8
p-value 0.465 0.548 0.172 0.944 0.608
Cragg-Donald F-test (first stage) 353.0 3.9 10.7 0.0 4.3

Note: This table presents the results of an OLS regression of judge leniency on covariates using the data described in Table
1. Judge leniency is measured using the residualized leave-out race-specific release rate, as in Arnold, Dobbie, and Yang
(2018). Drug crime, homicide, and property crime are dummies for the crime types. The null hypothesis in the joint-F-test
is that all coefficients are jointly zero. Standard errors are clustered at the year/court level. The Cragg-Donald F-test for the
first stage is presented at the bottom of the table.
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J Comparing P-BOT and IV Marginal Defendants

This appendix compares, in terms of observed characteristics, the marginal defendants identified
by the P-BOT and the instrument-based approach proposed by Arnold, Dobbie, and Yang (2018).
Given that our IV model only has statistical power in the sample of non-Mapuche defendants, we
limit the comparison to this group.

The P-BOT explicitly identifies marginally released defendants. Then, it is straightforward
to characterize their distribution of observables. In the case of the instrument-based approach,
under the standard IV assumptions, the marginal defendants are given by the compliers. Then,
we characterize the compliers’ observables following the method developed by Abadie (2003) and
extended to the judges design framework by Dahl, Kostøl, and Mogstad (2014), Dobbie, Goldin,
and Yang (2018), and Bald et al. (2019).

Let z and z denote the maximum and the minimum value for the judge leniency instrument,
respectively. The fraction of compliers is identified by Pr(Releasei = 1|Zi = z)−Pr(Releasei =

1|Zi = z)= Pr(Releasei(z)>Releasei(z)). This expression can be estimated using the IV first stage
estimation, in particular, by multiplying the estimated coefficient on the instrument by (z− z). In
practice, we assign the top and bottom percentile of the distribution of the instrument to z and
z, respectively.5 By repeating the same procedure but restricting the sample to individuals with
Xi = x, we can estimate the probability of being complier given that Xi = x, i.e., Pr(Releasei(z)>

Releasei(z)|Xi = x). Then, by Bayes rule

Pr(Xi = x|Releasei(z)> Releasei(z)) =
Pr(Releasei(z)> Releasei(z))

Pr(Releasei(z)> Releasei(z)|Xi = x)
Pr(Xi = x).

Using this equation we can characterize the compliers’ distribution of observables.

Tables J.I presents these conditional probabilities for the marginal defendants identified by the
P-BOT and the instrument-based approach, defining P-BOT marginal defendants as those released
individuals whose propensity score is in the bottom 5% or 10% of the distribution, respectively.
As this table shows, in all variables but one (an indicator that takes value 1 if the defendant is
accused of a drug crime) when the probability of belonging to some particular group conditional
on being IV-complier is higher (lower) than the unconditional one, it is also the case that the
conditional probability of being a marginal defendant according to the P-BOT is higher (lower)
than the unconditional probability. In the case of gender there is also a change in the direction,
but the differences are small in magnitude. In other words, under both methodologies, marginally

5These conditional probabilities can be also estimated by local regressions. Results are similar to the linear case.
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released defendants are more likely to have previous prosecutions, to have been engaged in pretrial
misconduct in the past, to have been convicted in the past, and to be accused of more severe crimes.
We interpret this as evidence that the non-Mapuche marginal defendants identified by the P-BOT
and the instrument-based approach have similar distribution of observables. Reassuringly, around
6% of non-Mapuche defendants are compliers, while in the P-BOT the share of non-Mapuche
defendants identified as marginals are 4% and 8%, when looking at the bottom 5% and 10% of the
released defendants propensity score distribution, respectively.

Table J.I: Characteristics of Marginal Defendants

Pr[X = x] Pr[X = x|Marginal] Pr[X = x|Marginal] Pr[X = x|Marginal]
IV P-BOT (5%) P-BOT (10%)

Male 0.885 0.884 0.917 0.920
(0.0003) (0.0120) (0.0016) (0.0012)

Female 0.115 0.118 0.083 0.080
(0.0003) (0.0117) (0.0016) (0.0012)

At least one previous case 0.680 0.821 0.927 0.876
(0.0006) (0.0161) (0.0018) (0.0019)

No previous case 0.320 0.175 0.073 0.124
(0.0006) (0.0164) (0.0018) (0.0019)

At least one previous pretrial 0.401 0.546 0.678 0.645
misconduct (0.0006) (0.0195) (0.0032) (0.0024)

No previous pretrial misconduct 0.599 0.444 0.322 0.355
(0.0006) (0.0206) (0.0032) (0.0024)

At least one previous conviction 0.653 0.803 0.901 0.852
(0.0006) (0.0170) (0.0020) (0.0020)

No previous conviction 0.347 0.192 0.099 0.148
(0.0006) (0.0172) (0.0020) (0.0020)

High Severity (previous case) 0.591 0.711 0.798 0.751
(0.0006) (0.0181) (0.0025) (0.0022)

Low Severity (previous case) 0.409 0.292 0.202 0.249
(0.0006) (0.0184) (0.0025) (0.0022)

High Severity (current case) 0.513 0.807 0.997 0.989
(0.0006) (0.0144) (0.0004) (0.0006)

Low Severity (current case) 0.487 0.162 0.003 0.011
(0.0006) (0.0143) (0.0004) (0.0006)

Drug crime 0.124 0.177 0.021 0.066
(0.0004) (0.0147) (0.0010) (0.0013)

Non-drug crime 0.876 0.819 0.979 0.934
(0.0004) (0.0158) (0.0010) (0.0013)

Property crime 0.182 0.080 0.002 0.009
(0.0005) (0.0114) (0.0003) (0.0005)

Non-property crime 0.818 0.919 0.998 0.991
(0.0005) (0.0115) (0.0003) (0.0005)

Note: This table presents the probability of belonging to different groups of observables (which are binary or were
discretized using the respective median as the threshold). The sample is restricted to non-Mapuche defendants. This
probability is calculated unconditionally, conditioning on being an IV-complier, and conditioning of being identified as
marginal by the P-BOT. The standard errors are calculated by bootstrap (500 repetitions).
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